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Preface
In March 2006, roughly 140 substorm researchers from around the world descended on Banff 
Canada for the Eighth International Conference on Substorms (ICS VIII). The meeting was held at 
The Banff Centre which provided a beautiful venue for the event. Two satellite meetings were held 
on the preceding weekend. These were a storm-substorm relationship workshop, and the Second 
International Riometer Workshop. Both drew around 20 attendees, many of whom stayed for ICS 
VIII.

In the time leading up to ICS VIII, it was clear that while we are in an exciting period of substorm 
research, there is frustration in the space physics community related to this topic. On the one 
hand, recent observational, theoretical, and simulation work has uncovered fascinating new facets 
of the substorm problem. For observational examples, we now have direct and unambiguous 
observations of mid-tail reconnection from Geotail and Cluster, and we are developing a clear 
picture of the global evolution of the magnetosphere during the substorm, its role in the storm, 
and interesting new global substorm related phenomena such as sawtooth events. On the theo-
retical and simulation side, great progress has been made in the use of simulations ranging from 
global MHD right down to kinetic scales to explore the many instabilities and waves that we know 
are at work during the substorm. New work on natural complexity is challenging our long held 
reductionist views. Substorm studies are at least as interesting and rich as it has ever been.

Still, as a sub-discipline we continue to struggle with age-old questions. This is the source of the 
angst. The fundamental problem relates to paucity of data and temporal resolution insufficient to 
differentiate between competing theories. At this ICS, we somehow managed to avoid debates 
that are fundamentally unresolvable, but still consider the dominant paradigms. Maybe the 
specter of THEMIS and our ever-increasing ability to deliver truly synoptic observations was offer-
ing light at the end of that long tunnel. Whatever the reason, by the end of ICS VIII there was 
unquestionably energy for the subject and we had, as a community, decided that there will be at 
least three more ICS meetings (Graz, Napa Valley, Braunschweig in 2008, 2010, and 2012, respec-
tively). We also agreed that we should evolve the nature of these conferences and possibly even 
the theme itself.

This conference proceeding contains 61 papers. As for all other ICS publications, these papers 
have not been refereed. Many authors took this opportunity to say things more strongly than they 
could in a refereed venue, and so some of the ideas here may be ahead of their time, overstated, or 
even both. That is the spirit of an unrefereed forum.

The ICS VIII Scientific Program Committee is grateful to all of the attendees for contributing to this 
successful meeting and to both the Canadian Space Agency and the University of Calgary for their 
financial support. There was an excellent international turnout, and dozens of students. The pres-
entations were well thought out, and the attendees contributed to lively discussions in and 
around the meeting room.

See you in Graz in 2008!

Eric Donovan, 
on behalf of the ICS VIII Scientific Organizing Committee
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1

Onset of substorm expansion phase:
theory predictions and results of
experimental observations

E. E. Antonova

Abstract: The problem of substorm expansion phase onset continues to be one of the most actual problems of the physics
of magnetospheric substorm. It is deeply connected to the problems of the plasma transport in the magnetosphere, stability
of magnetospheric magnetic and plasma configurations. The most popular mechanisms of substorm expansion phase onset
are based on the analysis of the stability of magnetospheric currents and distribution of plasma pressure. The results of
observations of substorm expansion phase onset are summarized and compared with predictions of different theories.
It is shown that the existence of high level of plasma sheet turbulence produces the limitation on the action of possible
mechanisms of substorm expansion phase onset. Configurations of magnetospheric current systems developed during
substorm growth and expansion phases are discussed.

Key words: substorm expansion phase onset, magnetospheric plasma pressure, magnetospheric turbulence.

1. Introduction

It is possible to identify three periods of the study of sub-
storm expansion phase onset. Akasofu [1] showed that the
most equatorial arc brightening takes place during the sub-
storm expansion phase onset. Posteriori the substorm auroral
disturbance moved to the pole. The inner plasma sheet bound-
ary was observed in [42] not so far from the geostationary
orbit. Injections of energetic particles near the inner edge of
the plasma sheet are known as one of the fundamental signa-
tures of magnetospheric substorms from the beginning of 70-th
[27]. The existence of dispersionless injections demonstrated
the action of acceleration processes near the geostationary or-
bit. Therefore the substorm expansion phase onset as the result
of the development of the inner magnetospheric instability be-
came the dominant point of view at this first period.

Second period is related to the analysis of geomagnetic tail
dynamics. It was shown that the change of the topology of
magnetic field lines (reconnection processes) and plasmoid
formation occur nearly simultaneously with the substorm ex-
pansion phase onset. The concept of tail current instability as
a source of substorm expansion phase onset [17] became the
dominant one for more than two decades. Great number of
brilliant theoretical investigations have been done to describe
the tail reconnection process. Nevertheless the tail current in-
stability hypothesis have met a number of difficulties even at
the first stages of its development. It was clear that the stabil-
ity of tail current depends on the value of Bz component of
magnetic field, where Bz is given in GSM coordinate system.
Theoretical studies showed that the decrease of Bz leads to
the instability development. However it also was known that
Bz decreases with the increase of geocentric distance. There-
fore it was very difficult to explain why the first auroral arc
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brightening occur near the equatorial plasma sheet boundary.
As a consequence, it was proposed [36] that the auroral initical
brightening is caused by the braking of earthward high-speed
flow (bursty bulk flow — BBF) having as a source the tail re-
connection processes. Nevertheless, it also was clear from the
beginning of the BBF studies, that they take place even un-
der very quite geomagnetic conditions (see [33]) and that they
occur much more frequently than substorms. This means that
the probability to observe BBF in the plasma sheet 1–5 min
before the substorm expansion phase onset is very high. One-
to-one correspondence between flow bursts in the plasma sheet
and equatorward-moving auroral structures (auroral streamers)
was found later [35]. Another difficulty was connected to the
high level of turbulence observed at the auroral field lines and
in the plasma sheet [3] as all reconnection models suggest the
existence of laminar plasma flows outside the reconnection re-
gions.

Third period began with AMPTE/CCE registration of sub-
storm expansion phase onset at the geocentric distances less
than 9 RE [39] and continues till now. These investigations
lead to the appearance of tail current disruption hypothesis
(see the review [24]) and disrupted current closing in the iono-
sphere.

In this paper we try to summarize the latest findings concern-
ing the role of plasma sheet turbulence for substorm dynamics,
analyze the substorm expansion phase onset and select a num-
ber of effects which can be quite important for the solution of
substorm problem. We try to show that the analysis of plasma
pressure redistribution can help to clarify some modern find-
ings connected to the physics of substorm. We also try to select
the key problems which may be interesting to solve during the
realization of future auroral satellite missions.

2. Magnetospheric turbulence and localization
of substorm expansion phase onset

Numerous observations showed (see [9]) the existence of
high level of plasma sheet turbulence. These results are quite

Int. Conf. Substorms-8 : 1–6 (2006) c© 2006 ICS-8 Canada
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natural, taking into account that the magnetic field of the Earth
represents an obstacle for the solar wind flow. Plasma sheet
appears due to solar wind flow around magnetic field of the
Earth at very large values of Reynolds number (> 10 10) form-
ing a turbulent wake. It is necessary to mention also that solar
wind can also be considered as turbulent medium [40]. Power
low spectra obtained for fluctuations of solar wind parameters,
indexes for magnetospheric activity [41] and scale-free stat-
istical distributions of nighttime auroral emission regions [20]
demonstrate this feature of magnetospheric dynamics quite
clearly.

The localization of substorm onset at the geocentric dis-
tances less than 9 RE is now supported by many observa-
tions (see reviews [2, 12, 24, 25, 28, 32]). Realization of
THEMIS program will probably finally identify this exact po-
sition. However the reason of such localization is not clear till
now. Antonova [9] argues that the localization of substorm ex-
pansion phase onset near the equatorial boundary of auroral
oval can be explained taking into account the existence of
plasma sheet turbulence. It is a common point of view that
the substorm expansion phase onset is the result of the devel-
opment of some kind of instability. However, only a region
stable before an onset can become unstable. Comparatively
stable plasma distribution exists in the inner magnetospheric
region. Therefore the transition region from dipole to tailward
stretched field lines (not very far from the geostationary orbit)
is selected as the most probable one.

The existence of plasma sheet turbulence requires the reana-
lysis of the process of plasma transport. The diffusion-like
terms appear in transport equations in the simplest one-fluid
analysis (see [3, 5]). The continuity equation has the form

∂ρ

∂t
+

∂

∂r

(
ρV − D

∂ρ

∂r

)
= 0 (1)

where ρ is plasma density, V is the regular velocity, D is the
effective quisidiffusion coefficient. Correlation time of plasma
sheet velocity fluctuations is ∼ 2 min and the correlation time
of magnetic field fluctuations is ∼ 10 min [10]. Therefore it
is possible to consider that Amperes force in the momentum
equation is nearly constant and consider the velocity fluctu-
ations only. Then taking into account results of [19] the mo-
mentum equation has the form

∂ρVi

∂t
+

∂

∂rj

[(
ρVj − D

∂ρ

∂rj

)
Vi

]
= − ∂p

∂ri
− ∂πij

∂ri
+ [jB]i

(2)

where p is the plasma pressure, πij is the viscous tensor, j and
B are the current density and magnetic field respectively. The
observed nonequipotentiality of magnetic field lines and turbu-
lent character of plasma flow leads to the nonconservation of
the number of particles in a magnetic flux tube. The solution of
the problem of plasma transport in such a case becomes very
complicated. The complexity of the problem is increased due
to nonisotropic character of plasma sheet turbulence (existence
of particle beams). Developed models of plasma transport by
dawn-dusk electric field inside the magnetosphere can be used
when the value of regular flux becomes much larger than the
value of turbulent flux.

3. Mechanisms of substorm onset

Many mechanisms have been developed for the explana-
tion of main features of isolated substorm onset (see reviews
[12, 24]). It is possible to select four main classes of these in-
stabilities:

1) instabilities of transverse tail current;
2) instabilities of plasma pressure gradients;
3) instabilities of shear velocity distributions;
4) instabilities of field-aligned currents.

Instabilities which are not related to kinetic effects have defin-
ite preferences, because electromagnetic fluctuations are con-
stantly observed at the auroral field lines.

Every suggested theory must explain such well known
experimentalresults as auroral brightening, transverse cur-
rent disruption, magnetic field dipolarization, dispersionless
particle injections, fast plasma flows, generation of Pi2 and
Pi1B geomagnetic micropulsations. Some new results have
been obtained during the lust years, which must be included in
substorm onset picture. First of all it is shown that only nearly
equatorial arc has a brightening without any auroral activity to
the north [16, 26]. Arcs poleward of the arc that breaks up ap-
pear to be unaffected by substorm onset until expansion-phase
auroral activity moves poleward to the location of such arcs.
The azimuthal extent of the initial brightening was determined
in [14]. It is found that the projection of the initial dispersion-
lesss injection into the ionosphere are similar to the brighten-
ing arc. It is found also [22] that Pi2 bursts can often lag behind
the brightening of the onset arc. Enhanced plasma flows were
observed using SuperDarn data in a spatially confined region
near the auroral oval for a period of ∼ 5 minutes prior to the
brightening [11]. Comprehensive ground (optical, riometer and
magnetometer) data and FAST satellite field and particle high
resolution observations [15] demonstrate the substorm onset at
the geocentric distances ∼ 8 RE . The arc flux tube stays in
the region of considerable plasma pressure gradient where the
pressure values are close to 12 nPa. The arc was located just
0.4◦ poleward of the proton isotropic (b2i) boundary (which
roughly gives the value of ∼ 40 nT for the equatorial mag-
netic field) and close to the peak of the diffuse electron precip-
itation. The results [15] are in a rather good agreements with
AMPTE/CCE measurements [23] in which the value of plasma
pressure in the region of susbstorm expansion phase onset was
∼ 1 nPa. Onset arc in the work [15] is localized in the upward
field-aligned current region. Three cases of onset arc observa-
tions are analyzed in [37]. The brightening arcs are also located
in the upward field-aligned current region.

The latest findings and early mentioned difficulties of tail
reconnection theories lead to the real restrictions of possible
scenario of substorm expansive phase onset. It is clear that
local instability is developed in the region mapped into the
equatorial boundary of discrete auroral precipitations. This in-
stability produces auroral brightening, launches Pi1B and Pi2
micropulsations. The development of processes must create the
change in magnetospheric transverse currents. The latest pro-
cess produces magnetic field dipolarization and corresponding
particle injections. The development of instability must also
lead to the changes in tail current configuration, appearance of
reconnection events and corresponding fast plasma flows. The
brightening of the arc before the beginning of Pi2 burst and the
existence of fast plasma flow before brightening can mean the
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Fig. 1. Sketch illustrating the scheme of onset arc brightening.

development of some kind of electrostatic instability. Electro-
static instabilities generally have greater increments than elec-
tromagnetic ones because they do not require the distortion of
magnetic field. These findings are in agreement with the pre-
dictions of [4, 38].

The analysis of multiple inverted V structures during sub-
storm growth phase demonstrates the existence of latitudinal
asymmetry [38]. The most equatorial inverted V is the most
powerful one. This means that the upward field-aligned cur-
rent is distributed inhomogeneously during substorm growth
phase across current band and the most intense field-aligned
current is concentrated at the equatorial boundary of the band.

Particle acceleration inside an inverted V structure is con-
nected with the existence of field-aligned potential drop.
The existence of such field-aligned potential drop means
magnetosphere-ionosphere decoupling. Ionospheric damping
of magnetospheric disturbances is decreased in such regions.
Penetration of cold ionospheric plasma inside the region of
field-aligned potential drop creates the powerful directed to the
ionosphere anisotropic electron beam and ion beam directed to
the magnetosphere at the boundary of inverted V [38]. Energy
of electrons in such a beam are smaller than field-aligned po-
tential drop and the electron flux in it can be 1–2 orders of
magnitude larger than the flux of accelerated magnetospheric
electrons. Therefore the auroral arc brightening or the forma-
tion of new very bright arc can be the result of discussed pro-
cess. The analysis of Fig. 3 of [15] and Fig. 5 of [37] supports
the possibility of such process development.

Observed fast plasma flows before the substorm expansion
phase onset in the conditions of stable magnetic field can be
the result of the development of some kind of electrostatic in-

stability. One of such instabilities is connected to the exist-
ence of azimuthal plasma pressure gradients. It can be named
modified interchange instability. The main features of such in-
stability development in the region of upwardfield-aligned cur-
rent are discussed in [4, 38]. Azimuthal plasma pressure gradi-
ents are identified as a source of large-scale Region 1 and Re-
gion 2 field-aligned currents of Iijima and Potemra. Therefore
the growth of field-aligned currents during substorm growth
phase is connected to the increase of azimuthal plasma pres-
sure gradients. The lost of the stability of azimuthal plasma
pressure gradient leads to the appearance of localized elec-
tric fields. Fig. 1 schematically shows the suggested scenario
of auroral arc brightening. Accelerated in the preexisted field-
aligned potential drop electrons and ions of ionospheric origin
create thin sheet of field-aligned current which leads to launch-
ing of Alfvén waves (Pi1B and Pi2 micropulsations) and the
destabilization of magnetic configuration.

4. Substorm onset and transverse current
configuration

The configuration of magnetospheric currents before the
substorm expansion phase onset is not clear till now. Theor-
ies of tail magnetic field reconnection and current disruption
suggest that the substorm expansion phase onset takes place
at the tail current lines. Near Earth tail current in accordance
with these theories is increased during substorm growth phase.
Decrease of tail current and magnetic field line dipolarization
takes place when tail current is decreased. Tail current lines are
closed by magnetopause currents. But it is possible to argue
that current lines in the region of substorm expansion phase
onset do not cross the magnetopause.

The appearance of drift echo is one of the constantly ob-
served features of magnetospheric substorm. The drift echo
in accordance with [18] can be observed till geocentric dis-
tances 12–13 RE . Therefore the trajectories of the part of sub-
storm injected particles are closed inside the magnetosphere.
However trajectories of particles may not coincide with current
lines. The configuration of current lines is clear in the case of
magnetostatic equilibrium when plasma pressure is nearly iso-
tropic and plasma bulk velocity is much smaller than Alfvén
and sound velocity. Then

[jB] = ∇p. (3)

The relation (3) shows that plasma pressure is constant at cur-
rent lines. Therefore plasma pressure can be considered as a
marker of current lines. According to [23] plasma pressure
is nearly isotropic in the region of substorm expansion phase
onset and is ∼ 1 nPa. This value is typical for regions in-
side the magnetoshere in accordance with AMPTE/CCE in-
vestigations [13]. The value of plasma pressure at current lines
closed by the magnetopause currents is limited by the con-
dition of magnetopause stress balance on the tail flanks (see
[7]). Traditionally modeled magnetospheric current configur-
ation includes magnetopause current, tail current, ring current
and field-aligned currents. Ring current is ordinarily concen-
trated at geocentric distances ∼ 5 RE . Nevertheless, plasma
population similar to the plasma sheet is observed at daytime
to the equator from cusp and low latitude boundary layer (see
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Fig. 2. The positions of magnetic field minima on daytime magnetic field lines (a) and sketch illustrating the configuration of cut ring
current (CRC).

[30]). Pictures of plasma pressure distribution in the equat-
orial plane [13] show the existence of near to ring structures
of plasma pressure. Therefore directed to the Earth radial day-
time plasma pressure gradients are nearly the same as night-
time plasma pressure gradients. But daytime values of mag-
netic field near the equator are much larger than near noon.
Therefore calculated in [13] values of transverse current are
much smaller at noon than at midnight. However, the position
of the magnetic field minimum for the daytime fieldlines are
situated far from the equatorial plane (see Fig. 2a). This means
that daytime transverse currents connected to directed to the
Earth plasma pressure gradient are concentrated far from the
equatorial plane. It is suggested (see [6]) that ordinary ring
current has the high latitude continuation (see Fig. 2b) cut ring
current (CRC). Current lines of this system close inside the
magnetosphere, and are concentrated in the equatorial plane
near midnight and at high latitudes near noon. It is possible to
see using plasma pressure as a marker of current line that sub-
storm expansion phase onset is localized at CRC current lines.

CRC is not unique large scale inner magnetosphere cur-
rent system missed during the magnetic field modeling. The
increase of the plasma pressure during magnetospheric sub-
storm near the geostationary orbit is supported by many ex-
perimental observations. Two possible cases of such increase
are analyzed in Fig. 3. Fig 3a correspond to pressure increase
without change in the direction of plasma pressure gradient,
Fig. 3b corresponds to the appearance of antiearthward direc-
ted plasma pressure gradient. However the eastward transverse
current must appear in both cases. Case on Fig. 3a corresponds
to the creation of effective eastward current (due to decrease
of westward current), Fig. 3b corresponds the appearance of
real high latitude eastward current. Eastward current increase
the value of the magnetic field to the Earth and increase this
value to the tail. It was shown in [8] that the appearance of
eastward current can lead to the decrease of Bz component of

near tail magnetic field till the formation of neutral line. There-
fore the observed tail reconnection during substorm can have
the forced character and can be connected to the increase of
plasma pressure at the quasidipole magnetic field lines.

Another important aspect of eastward current formation is
the possibility of appearance of over-dipolarization after the
beginning of substorm expansion phase. It was stressed in
[2] that when the eastward current becomes stronger than the
cross-tail current the over-dipolarization of magnetic field lines
occurs (Bz component of magnetic field at the equator from the
region of increased pressure becomes larger than in the case of
dipole field). The case of over-dipolarization corresponds to
plasma pressure distribution shown on Fig. 3b.

One of the main features of the magnetospheric substorm is
the magnetic field line stretching before the substorm expan-
sion phase onset. Such stretching is ordinarily prescribed to
the formation of a thin and intensified cross-tail current sheet
in the near-Earth plasma sheet region (∼ 6–13 RE) [34]. But
such interpretation encounters with a number of difficulties.
Tail current is closed by magnetopause currents. Therefore the
increase of tail current can not have the local character. Never-
theless many observations show the local longitudinal charac-
ter of field line stretching and dipolarization. This means that
currents which produce magnetic field stretching and dipolar-
ization have local character and are closed inside the magneto-
sphere. The configuration of local currents producing the field
line stretching is not clear till now. Analysis of Fig. 1 helps to
select the process which leads to field line stretching during
substorm growth phase and appearance of thin current sheets.
Multiple inverted V structures are the sources of upward dir-
ected beams of ionospheric ions. Ions in such beams have en-
ergy ∼ 10 keV after field-aligned acceleration. Ionospheric ion
beam leads to the increase of plasma pressure at the top of
field line. Such increase can produce local field line stretching.
Azimuthal scale of the inverted V region is much smaller than
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Fig. 3. Two possible cases of pressure increase and transverse current formation during substorm.

azimuthal scale of tail current. Therefore produced field-line
stretching is longitudinally limited. Time scale of the process
is ∼ 30 min. It is necessary to mention also that ionospheric
ion beam can be considered as a source of the anisotropy of ion
distribution. Such anisotropy is the necessary condition for the
creation of super thin transverse current sheets in the kinetic
models [21, 43]. Therefore it may be interesting to investigate
more carefully the distribution of plasma and its anisotropy in
the region of substorm onset.

Ion beam (see Fig. 1) formed in the process of onset arc
formation is 1–2 orders of magnitude more powerful than ion
beam connected to the inverted V structure. Its development in
the process of first auroral arc brightening can help to explain
explosive growth phase of roughly 30 sec period just before
the beginning of dipolarization (Ohtani effect [31]).

5. Conclusions and discussion

More than forty years of study of substorm dynamics does
not lead to the agreement about the cause and location of
the substorm onset. Realization of THEMIS program will
greatly increase the understanding of the substorm process. But
THEMIS mission is designed mainly to solve the problem of
onset location. The additional efforts will require for the un-
derstanding the mechanisms of substorm dynamics. The con-
ducted analysis shows that the latest auroral substorm findings
can be used as important tests of suggested substorm theories.
We try to show that the development of the system of mul-
tiple inverted V with the most powerful inverted V at the equat-
orial boundary of the upward field-aligned current band can be
considered as a mechanism of change in the magnetospheric
plasma distribution and magnetic configuration and that the
formation of onset auroral arc is the key process of substorm
onset. It contains powerful upward field-aligned current and
produces impulse injection of accelerated ionospheric ions into
the magnetosphere. At the same time it creates the magnetic
field distortion and launches irregular Alfvénic waves (Pi1B
and Pi2 micropulsations). The injected ion beam leads to su-
perstretching of magnetic field lines. Such magnetic configura-
tion becomes unstable. The developed instability leads to field
line dipolarization and powerful particle acceleration. But all
these suggestions need the experimental verification.

Very important aspect of the problem also is the configura-
tion of magnetospheric currents connected with substorm on-

set. We summarize the arguments showing that these currents
are closed inside the magnetosphere and have local character.
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Formation of the thin current sheets in substorms
and its relation to the magnetic reconnection

Y. Asano, R. Nakamura, A. Runov, W. Baumjohann, T. Takada, I. Shinohara, A. Balogh,
B. Klecker, and H. Rème

Abstract: The dynamical structure of current sheets during the growth phase of substorms is examined using Cluster
multi-satellite observations. We present an event in which the current sheet temporarily becomes a non-Harris current
sheet, namely, a bifurcated current sheet, and then a sheet with an over-intense current in the center in the last stage of
the growth phase. Temporal variation of the current sheet thickness caused by a compressional wave with a time period of
several minutes is also observed. It seems associated with the local activity in a different local time sector. Sausage-mode
oscillation of the current sheet which is observed in the expansion phase or associated with fast plasma flows, is not found
during the growth phase.

Key words: substorm, magnetotail, current sheet.

1. Introduction

Formation of thin current sheets with a vertical scale of an
ion inertial length is considered to be one of the most import-
ant processes in substorm onset mechanisms. In particular, it
is believed to be closely related to the occurrence of the mag-
netic reconnection in the magnetotail. Gradual thinning of the
current sheet in the growth phase has been reported repeatedly
[10, 11, 18, 17]. However, these previous observations of the
thin current sheet before the substorm onset was limitted in the
region Xgsm > −15RE .

On the other hand, the initial location of the X line formation
is revealed to be in the region −30 RE < Xgsm < −20 RE

from the past observations [12, 13, 6]. Only a part of the near-
Earth current sheet becomes thin comparable to the ion inertial
length [1]. On average it is only down to several thousands
km. This is usually interpreted as the spatial localization of the
“real” thin current sheet formation.

However, recent observations have revealed that the current
sheet structures frequently deviate from the normal Harris-type
current sheet, namely, over-intense current in the center or bi-
furcated current sheets [2]. An embedded thin intense current
in the center is found to be extended to the tail region X gsm =
−30 RE [14]. Such a type of current sheet may be important
in the evolution of instabilities which lead to the X line forma-
tion, yet the direct observation of such type of the thin current
sheet by the single satellite was difficult.

Furthermore, the current sheet in the growth phase frequently
shows flapping motions [24] or kink-like-mode oscillation [19,
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16]. Temporal variation of the current sheet structure might be
also important in triggering magnetic reconnection. Especially,
since the existence of the sausage-mode oscillation temporarily
creates a intense current in the center or bifurcated structure.
Although such type of the variation has been reported only in
the substorm expansion phase or associated with fast flows [9],
this may be another important mechanism if it exists in the
growth phase.

In this paper, we report two examples of the current sheet
dynamical structure in the substorm growth phase, with a tem-
poral oscillation of the current sheet and with a current sheet
structure different from the Harris-type structure. We also dis-
cuss the possibility of these structure relating to the formation
of the magnetic neutral line.

2. Observation

We use magnetic field data obtained by the fluxgate mag-
netometer (FGM) experiment [3] with the time resolution of
4 seconds, and proton moments obtained by the Composition
and Distribution Function Analyser (CODIF) or ion bulk velo-
city by the Hot Ion Analyzer (HIA) of the Cluster Ion Spectro-
metry (CIS) instrument [15] with the time resolution of 4 - 12
seconds (depends on the interval and the instrument). Presen-
ted current density is calculated using curlometer-technique
with the magnetic field obtained from four satellites with the
time resolution of 4 seconds.

2.1. Oscillation
The first example is observed in September 3, 2004 slightly

on the dawn side of the magnetotail. Fig.1(a) shows the sum-
mary plot of the Cluster observation from 0200 to 0240 UT.
From top to bottom, three components of the magnetic field,
proton density and temperature, current density, and x-com-
ponent of the ion velocity are plotted, respectively. Panel (b)
shows the relative location of the satellites in the xz-, yz-,
and xy-planes. Separation among the satellites is about 1500
km, CL3 (dotted line) is in the southern-most location, while
the CL1 (solid line) is in the northern-most location. Substorm
onsets are identified from the ground magnetograms at 0212
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Fig. 1. (a) Summary plot of September 03, 2004 event. (b)
Relative location of the four satellites at 0230 UT. See detail in
the text.

UT and 0236 UT (not shown), indicated by vertical lines in
the panel (a). Evolution of the negative / positive bays in the
ground magnetograms and auroral breakup (not shown) at 0212
UT onset shows that substorm activities are observed only on
the pre-midnight sector, there was no activity on the dawn side.
Associated with the next onset at 0236 UT, the evolution of the
negative and positive bays as well as auroral expansion extends
to the post-midnight region, where the satellites are located and
the Earthward fast flow is observed.

Before the first onset at 0212 UT, Cluster observes almost
constant cross-tail current density jy ∼ 3 nA m−2 without
any distinct variation or disturbance of the magnetic field or
any fast plasm flow. Bz shows slight decrease, indicating the
formation of the stretched magnetic field configuration in the
magnetotail. By remains ∼ zero, namely, jy remains to be a
cross-tail perpendicular current in the neutral sheet. Associ-
ated with the first onset, periodic variation of the current sheet
(Bx) initiates. While the southern-most spacecraft CL3 stays
in the neutral sheet, Bx from other satellites changes between
0 and several nT. It can be seen that associated with the peak of
Bx at CL1 (0218 UT and 0222 UT), Bx at CL3 has the smal-
lest value, indicating the existence of the out-of-phase oscilla-
tion in the neutral sheet. Hence, the calculated cross-tail cur-
rent density jy in the neutral sheet changes temporarily from
0 to 8 nA m−2. This variation does not accompany any By

or Bz variation, which suggests that the oscillation is purely
compressional.

Fig.2 (a,b) shows the Fourier power spectra of the oscilla-
tion by CL1 (northern hemisphere) and CL3 (neutral sheet).
While both satellites show the oscillation with the time period

(a)

(b)

Fig. 2. Wave power spectra between 0213 UT and 0226 UT
obtained by CL1 (a) and CL3 (b).

of 2-4 min (f = 0.004 - 0.008 Hz) which comes from the in-
phase (kink-mode) oscillation, CL3 in the neutral sheet also
shows the oscillation of up to 0.02 Hz (T = 50 sec) in the com-
pressional variation. Note that the kink-like mode oscillation
is found to propagate toward the dusk side of the magneto-
tail with the velocity of about 50 km s−1, namely, toward the
local onset active region, with the timing analysis of Bx during
the interval. Thus, the current sheet can temporarily change its
thickness before the local onset of the substorm activities at
0236 UT.

2.2. Temporal atypical structure
Here, we show another example of the current sheet in the

growth phase. This event is observed in August 24, 2003. At
1830 UT, the satellites are located slightly on the dawn side
of the magnetotail. Fig.3 (a) shows the summary plot of the
Cluster observation at 1820-1845 UT in the same format as the
Fig.1(a). Fig.3(b) shows the relative location of the four satel-
lites in the xz-, yz-, and xy- planes. The separation among the
satellites is about 200 km, which is smaller than the ion iner-
tial scale (∼ 350 km with ni = 0.4 cm−3). The CL4 satellite
is located at the southern-most position. Pi2 onset of the sub-
storm is identified from Yinchuan magnetogram at 1836 UT,
indicated by a vertical line in the panel (a), which is followed
by a clear positive bay (not shown). Proton velocity Vx shows a
weak tailward flow with negative Bz just before (1834 UT) and
after (1837 UT) the onset, then the clear fast tailward flow is
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Fig. 3. (a) Summary plot of August 24, 2003 event and (b) the
relative locations of the satellites at 1830 UT.

observed at 1840 UT. Before the onset until 1835 UT, all satel-
lites are located inside the plasma sheet, and repeatedly cross
the neutral sheet (Bx = 0) during the interval in a gray-hatched
area. This vertical motion of the current sheet is with the time
period of about 1-2 min (f = 0.008 Hz) as is also obtained by
the power spectrum obtained from the satellite observation (not
shown). Other components of the magnetic field are generally
small, By is about 1.5 nT, Bz decreases from 1 nT to zero.

During the first crossing at 1825 UT from the northern hemi-
sphere to the southern hemisphere, we can easily find that the
cross-tail current density jy is the smallest (∼ 0 nA m−2)
when the satellites are at the neutral sheet. This means that
the structure of the current sheet is bifurcated during the inter-
val. During the second crossing of the neutral sheet (1827-1828
UT), jy changes from 6 nA m−2 to 9 nA m−2, then quickly re-
duces to −1 nA m−2, inside the region where |Bx| of the bary-
centric magnetic field is smaller than 2 nT. In the third interval
from the southern hemisphere to the northern hemisphere, CL4
stays just on the south side of the plasma sheet from 1829 to
1830 UT (Bx = −2 nT), Bx of CL1 in the northern-most
location becomes larger in the northern hemisphere, indicat-
ing the increase of the current density in the neutral sheet. jy

changes from 6 nA m−2 up to 19 nA m−2 at the end of the in-
terval. The half thickness of the Harris-type current sheet with
its peak value 19 nA m−2 and lobe magnetic field BL = 25 nT,
is about 1000 km. The result suggests that the current is con-
centrated in the center of the plasma sheet in this interval. Fig.4
shows the variation of jy against Bx of barycentric magnetic
field among the satellites. A thick solid line shows the time se-
quence of the observation from 1824 UT to 1826 UT, a thin
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solid line is from 1826 UT to 1828 UT, and a thin dashed line
is the evolution from 1828 UT to 1831 UT. We can see that the
first crossing shows the minimum current density in the center,
during the second crossing, current density quickly decreases
from 9 nA m−2 to −1 nA m−2, and the third crossing shows
the intense current in the center.

From the result of these three crossings, we find that the
structure of the current sheet changes from the bifurcated to
the over-intense structure within a few minutes just before the
onset of a substorm onset.

3. Discussion

In the above section, we showed that the current sheet can be
dynamically changed in the growth phase of substorms. Fig.5
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Fig. 5. Schematic picture of the variation of the current sheet
structure from center-peaked current sheet and bifurcated current
sheet, and associated observations by four satellites.

is the schematic picture of the variation of the current sheet
structure between center-peaked current sheet and the bifurc-
ated current sheets, and associated observations of the mag-
netic field (Bx) by four satellites is shown in the right panel.
There is a report of the sausage-mode oscillation of the current
sheet in the substorm expansion phase [9] in which they dis-
cussed that the oscillation can be described in the frame of the
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magnetotail eigen-mode oscillation with the time frequency of
0.03-0.06 Hz and 0.15 Hz. There also exists a compressional
wave in the neutral sheet [4, 5, 25]. These studies revealed that
the wave is closely related to the existence of fast plasma flows.
Note that such kind of oscillation in the growth phase without
any fast flow has not been reported. We surveyed from the four-
years’ Cluster observations of the neutral sheet associated with
the substorm growth phase, but the presented 2004 Septem-
ber 3 event is an only clear event which shows the oscillation
in the growth phase. Although formation of the thin current
sheet frequently prevents us from observing the neutral sheet
in the growth phase, and not so many events are suitable for
the analysis of the current sheet, the result indicates that the
sausage-mode oscillation or the compressional wave is rare in
the growth phase.

Theoretically, while the possibility of evolution of the sau-
sage-mode instability is discussed [7], however, the sausage-
mode instability is found to be not favorable in the substorm
growth phase [26]. Considering their conclusion and our ob-
servational result, it seems difficult that the sausage-mode os-
cillation enhances in the substorm growth phase, although our
result cannot fully deny the possibility. Furthermore, our ex-
ample is associated with the breakup at different local time,
and there is the possibility that the oscillation is caused by this
remote activity, propagating to the satellite location associated
with the local disturbances such as fast plasma flows. The pos-
sibility that the perturbation generated at the other area can also
be the source of another onset of the reconnection is discussed
in the solar flare [20].

The other possibility that the variation of the current sheet
structure changed from the Harris-type current sheet to the bi-
furcated or the over-intense current in the center and its relation
to the formation of an X line is, on the other hand, suggested
in several theoretical studies. Formation of the current sheet
different from the Harris-type structure is classically discussed
[8] considering the pressure anisotropy, which has been further
generalized [21]. It is also discussed that the instabilities in the
non-Harris current sheet leads to the substorm onset mechan-
isms, considering drift-kink instability and lower-hybrid drift
instability [22]. Using three-dimensional full particle simula-
tion, the quick triggering of the magnetic reconnection in the
ion-scale thin current sheet from the intense current in the cen-
ter [23]. Considering these results, our result that the current
sheet temporarily becomes thin in the center and forms the in-
tense current in the late stage of the growth phase, can satisfy
the condition which enhanced some kinds of instabilities lead-
ing to the magnetic reconnection, and seems to be one of the
candidate which is related to the trigger process of the mag-
netic reconnection. Further analysis of the temporal variation
of the current sheet structure is expected in the future study.

4. Summary

Cluster observations of the magnetotail current sheet in the
substorm growth phase show that in the course of the gradual
current sheet thinning, the current sheet temporarily changes
its structure to the bifurcated structure and the structure with
the over-intense current in the center. The current sheet also
shows temporal variation of current sheet thickness in the cen-
ter, with the time frequency of ∼ 0.01-0.02 Hz. The compres-

sional-mode oscillation is possibly associated with the local
substorm activity at different local time. Such compressional
variation are observed associated with the kink-like-mode vari-
ation of the current sheet.
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The dependence of magnetospheric topology and
convection (including night-side reconnection) on
the average magnetic flux transfer rate

G. Atkinson

Abstract: The average transfer rate of magnetic flux into the tail is determined, to a good approximation, by dayside
reconnection. The topology and behavior of the magnetosphere adjusts to maintain the same average return transfer rate
from the tail to the dayside, despite ”obstructions” resulting from energetic plasma in the system and the conductivity
of the ionosphere. It follows that there is an average topology and behavior corresponding to each constant dayside
reconnection rate. We may expect that evolution toward a new average topology is important in triggered substorms and
growth phases. We focus on earthward flux transfer through the plasma sheet, initially for a constant dayside reconnection
rate. It is hard to see how it maintains the appropriate average value, unless it is controlled by a collaboration of both
the lobe (upstream) and the near-earth (downstream) boundaries. The same is true for reconnection in the tail since it
determines flux transfer rates. It is proposed that lobe pressure provides a stressed plasma sheet in which the onset of
reconnection is most likely if there is a strong earthward E × B convection on the earthward side of a possible X-line
site. For the nearest-earth neutral line, this corresponds to a strong earthward E × B component in the dipole-like region.
For MHD models, this occurs at midnight. For models with energetic ions, it occurs at the Harang discontinuity, for
the following reasons. The upward current at the Harang suggests that energetic ions are drifting westward off flux
tubes in the Harang, resulting in an energy difference between the west and east sides. This difference in ion energy
would be expected to produce an E × B convection cell with an earthward component in and east of the Harang and
an outward component west of it. Thus reconnection onset is most probable in the tail at the local time of the Harang.
However, reconnection provides positive feedback by adding energy to the earthward E × B convection. Instability
would be expected (essentially driven by energy from both reconnection and the interchange/ballooning motion). This
explains non-triggered substorms. Turning to time-dependent dayside reconnection, we suggest that triggered substorms
are essentially the same as non-triggered, except that there is more energy input to the convection cell by the ions. The
reduction in dayside reconnection requires additional outward E × B convection of energetic ”shielding” ions west of the
Harang. Conversely, an increase in dayside reconnection requires inward convection of the shielding ions, and hence a
reduction of the Harang convection. It is expected that reconnection onsets would be suppressed during growth phases.

Key words: substorms, reconnection, Harang.

1. Convection: fundamentals and some
general considerations

We can define the rate of transfer of magnetic flux through
any line as

∫
E · dl. Conservation of the earth’s magnetic flux

then requires that the average transfer rates through the parts
of the magnetosphere must be equal. The average value is im-
posed, to a good approximation, by the rate of transfer into the
tail resulting from dayside reconnection.

The return transfer from the tail to the dayside must main-
tain the same average, despite the obstructing effects of ener-
getic plasma and the conducting ionosphere. The obstructing
effects include (Fig. 1): (1) compression of the plasma dur-
ing earthward convection in the tail (in fact energy must be
removed from tail-like flux tubes to resolve the pressure cata-
strophe: [3]); (2) ”shielding” of convection from the inner mag-
netosphere by energetic plasma in the earthward edge of the
plasma sheet; (3) Ohmic dissipation in the ionosphere as flux is
transferred from the nightside to the dayside in the dipole-like
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region (shielding plays a role by limiting the width of the con-
vection channel requiring stronger electric fields for the same
flux transfer rate). The topology of the magnetosphere must
be consistent with closure of the currents, shown in Fig. 2, as-
sociated with the above obstructing effects. The currents in-
clude: (1) ionospheric current across the polar cap and day-
side closing approximately one quarter of the region 1 Birke-
land currents; (2) ionospheric closure of the remaining region
1 currents to region 2 currents, which then closes by near-earth
plasma-sheet current across midnight from dawn to dusk; (3)
cross-tail current. Observations and simulations (e.g. [5]) in-
dicate that these currents increase with average dayside re-
connection rate. Ionospheric currents increase (expected from
Ohm’s law), the plasma sheet approaches the earth with stronger
near-earth currents, and the average amount of tail flux in-
creases implying stronger cross-tail current.

Since dayside reconnection is an independent input para-
meter, it is useful to consider ”average” magnetospheres (to-
pologies, currents, convection patterns) corresponding to each
dayside reconnection rate. This average would be approached
if reconnection remained constant for a sufficiently long time.
(We do not assume the average is a steady-state, as it is for
MHD models [5].) Changes in dayside reconnection would be
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Work needed to compress plasma 

Shielding from the inner magnetosphere

Work needed to overcome ionospheric dissipation 

Fig. 1. Obstructions to the return flux transfer: (1) Work is
required to compress plasma for earthward convection in
the plasma sheet; (2) Convection of plasma into the inner
magnetosphere is prevented by shielding; (3) Convection to
the dayside is given by V=WE. The width of the channel, W,
is decreased by shielding, requiring stronger E and increased
dissipation.

expected to initiate evolution toward a new average topology
with different amounts of flux in the tail and the nightside mag-
netosphere, and increases or decreases in the radial distance to
the earthward edge of the plasma sheet. Some properties of
triggered substorms and growth phases will be explained by
these changes. In this paper we consider a model in which an

 

to southern
hemisphere current in near-earth plasma sheet 

region 1

region 2 

ionospheric currents

Fig. 2. A simplified illustration of currents associated with
shielding and ionospheric closure, viewed from midnight above
the equatorial plane. Other currents of obstructions include
electrojets and cross-tail.

E×B convection pattern near the Harang discontinuity, driven
by energy from the energetic ”shielding” ions in the near-earth
plasma sheet, provides boundary conditions which favour re-
connection onset and non-triggered substorms. Triggered sub-
storms are then essentially the same as non-triggered, but there
is additional energy input to the convection pattern from the
near-earth plasma sheet ions because their convection includes
an additional outward component as the topology responds to a
decrease in dayside reconnection. We therefore discuss the be-
havior for a constant dayside reconnection rate in some detail
before considering how time-dependent dayside reconnection

modifies the constant reconnection case. It is noted that the ex-
istence of non-triggered substorms has been questioned [8].

2. Magnetic flux transfer through the plasma
sheet

It is useful to consider magnetic flux transfer from the tail
lobes to the dayside as the two steps shown by the arrows in
Fig. 1: from the lobes into the nightside dipole-like magneto-
sphere, and from the nightside to the dayside in the dipole-like
magnetosphere. The first step is of greatest interest because of
it relationship to substorms. We shall consider the second step
only to the extent that it provides a boundary condition for the
first. The properties governing step 1 of the flux transfer are
illustrated in Fig. 3 The pressure catastrophe dictates that en-

 

 

Nearest ENL          other NLs              DNL 

Lobe boundary condition: magnetic pressure 

Near-earth boundary condition: magnetic flux 
and plasma ExB and ∇∇∇∇B drift out of the nightside

Energy is removed from plasma 
sheet flux tubes by reconnection 

Fig. 3. Lobe and near-earth boundary conditions on magnetic
flux transfer through the plasma sheet. In between the boundaries,
energy is removed to overcome the pressure catastrophe. The
nearest earth neutral line must produce flux tubes that can convect
to the dayside at the appropriate average rate.

ergy must be removed from tail-like plasma sheet flux tubes to
allow magnetic flux transfer into the nightside dipole-like re-
gion. It has long been believed that this occurs by reconnection,
with energy travelling down the tail in the form of plasmoids.
Recent observations [10] indicate that there are probably mul-
tiple, multiscale, reconnections throughout the plasma sheet,
possibly involving self-organized criticality resulting in a be-
havior similar to avalanches on a sand pile [6].

Magnetic flux transfer in the tail has to proceed at the ap-
propriate average rate. By analogy with similar systems, this
requires that both the upstream boundary (the lobes) and the
downstream boundary (the nightside dipole-like region) parti-
cipate in controlling flux transfer and hence also reconnection.
The analogies include compressible fluid-flow, in which flow
through any part of the system depends on the pressures at the
upstream and downstream boundaries; and even more relevant,
transfer of sand by avalanches in the sand-pile analogue men-
tioned above. Avalanches can be triggered by adding sand to
the top of the pile or removing it from the bottom since the
slope of the surface depends on both boundary conditions.

A simple description of the role of the lobes in controlling
flux transfer in the tail-like plasma sheet is that the transfer
of magnetic flux into the tail increases the lobe pressure until,
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consistent with the pressure catastrophe [3], the plasma sheet
becomes thin enough and sufficiently tail-like that the onset of
reconnection at a neutral line can result in a decrease in mag-
netic energy. (In a thick plasma sheet, the downtail flow accom-
panying reconnection stretches closed field lines and increases
the magnetic energy.) However, it is difficult to see how recon-
nection at the nearest earth neutral line produces flux which
can convect to the dayside at the appropriate average rate, un-
less the near-earth boundary is also involved. A modification
of this process is described below.

It has been argued that the outflow boundary conditions con-
trol reconnection in a tail-like configuration [1]. Both up-tail
and down-tail magnetic flux transfer must be possible in a ref-
erence frame attached to the X line during reconnection. This
suggests that, other factors being equal, reconnection onset is
most probable at locations where dv/dx is a maximum before
reconnection onset, where v is the component of E × B con-
vection in the earthward direction. This condition is satisfied in
two well-known and well-studied situations. First, for dayside
reconnection, hydrodynamics indicates that the maximum di-
vergence of the flow component parallel to the magnetopause
is at the subsolar point, and hence reconnection would be ex-
pected to be at the subsolar point. Second, the condition is im-
plicit in the onset described in the previous paragraph since
dv/dx > 0 is required to produce a more tail-like configura-
tion with a reduced normal component of B.

We are now in a position to discuss control of reconnection
onset by earthward convection. As discussed above, increases
in lobe pressure cause plasma sheet thinning, increased tail-
likeness, and eventually reconnection. However, the nearer-
earth boundary condition can increase or decrease v and hence
dv/dx. Compare the situation in which earthward flow is com-
pletely blocked with one where there is a fast earthward flow.
For the blocked case, the X line must move downtail faster and
the tailward outflow speed must be greater, with the result that
more work goes into stretching closed field lines. Hence recon-
nection onset is more likely if earthward outflow exists. Thus,
earthward convection at the nearer-earth boundary can change
dv/dx and control reconnection onset.

The above applies to both mid-tail and near-earth reconnec-
tion. Mid-tail reconnection can be controlled by nearer-earth
flows, allowing avalanche-like behavior, as discussed later. At
the nearest-earth neutral line, the uptail boundary is provided
by the dipole-like region. Thus dv/dx would be a maximum
and reconnection onset most likely at local times where the
earthward component of E×B drift is a maximum in the outer
dipole-like region. In an MHD magnetosphere, this occurs near
midnight where convection is toward lower L values and then
around dawn and dusk. We argue later that the inclusion of the
curvature and gradient drifts of energetic ions places the max-
imum earthward component of E × B drift near the Harang
discontinuity, and hence reconnection is most likely on tail-
like field lines at the same local time as the Harang.

In summary of this section, observations indicate that mul-
tiple reconnection events, distributed throughout the plasma
sheet, remove energy from flux tubes and result in earthward
magnetic flux transfer. The boundary conditions are provided
by the tail lobes and the nightside dipole-like region. Both
boundaries must play a role in maintaining the appropriate av-
erage flux transfer rate. Reconnection is most likely to be ini-

tiated where dv/dx is a maximum, which for a nearest-earth
neutral line is in the near-earth tail at the local time where the
earthward component of E × B is a maximum in the dipole-
like region. The maximum is at midnight for MHD models.
Radar observations indicate an E×B component toward lower
latitudes in and east of the Harang discontinuity [7]. Hence re-
connection in the near-earth tail is expected and observed at
the same local time as the Harang. Control of mid-tail recon-
nection by nearer-earth flows may lead to avalanche-like beha-
viour.

3. The near-earth boundary condition

For a population of monoenergetic ions, upward currents oc-
cur at particle boundaries where there is an increase in density
and energy in going from east to west through the boundary
[11], and magnetic flux transfer (E × B drift) is from west to
east through the boundary. In simplest terms, ions are curvature
and gradient drifting off magnetic flux tubes (defined as mov-
ing with the E × B drift). Similar behavior has been discussed
for a more-general distribution, [9]. Since there is upward cur-
rent at the Harang discontinuity, we associate it with a west-
ward increase in number density and ion energy, and with east-
ward magnetic flux transfer in a reference frame moving with
the Harang.

However, radar observations of the Harang ([7]) appear to
indicate that the E × B flux transfer is in the opposite direc-
tion. The conflict can be removed in a time-dependent model
of the Harang. Fig. 4 illustrates a model for times of no flux
transfer into the dipole-like region (no reconnection). Proper-
ties include: 1) the Harang drifts westward with a velocity de-
termined by the ions; 2) magnetic flux transfer is from west to
east through the Harang because the ions drift westward in the
E × B = 0 frame, and 3) the total ion energy decreases on
magnetic flux tubes while they are being transferred through
the Harang from west to east.

 

Plasma includes 
high-  ions  

no high-  ions 

Upward current at the Harang 

convection equipotentials 

Harang velocity 

Fig. 4. Time-dependent model of the Harang: Upward current
at the Harang closes to a drift current of high-µ ions in the
magnetosphere. The Harang moves westward with the drifting
ions with a velocity faster than the westward component of E×B
drift. The decrease in energy (shielding) on flux tubes causes the
convection pattern with a component toward lower L in and east
of the Harang and toward higher L west of the Harang.

There is an important consequence of the above properties.
The decrease in ion energy as flux tubes E × B drift through
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the Harang results in flux tubes with decreased ion energy (de-
creased shielding) on the east side. The resulting imbalance in
radial stresses drives an E×B convection cell with a compon-
ent toward lower L values in and east of the Harang, where the
total ion energy is reduced, and a component toward higher L
values west of the Harang where the ion-energy content of flux
tubes is higher. Energy input to the convection cell comes from
the difference between energy lost by outward-convecting ions
and the energy gained by inward-convecting ions. The current
system and convection are illustrated in Figs. 4 and 5 for times
of no reconnection. Observational support for the above be-

 

outward ExB 
earthward ExB 
restores shielding 

ionosphere 

shielding currents 
include high-  ions  

shielding currents 
with no high-  ions 

Harang flux 
tubes: high-  
ions decreasing 

Fig. 5. The Harang-driven convection and its current system:
The Harang moves westward as high-µ ions drift off flux tubes,
causing an earthward E × B component until shielding is restored
by the lower-µ ions and electrons. There is an outward E × B
component west of the Harang which closes the convection
streamlines (equipotentials). The system is a weak current wedge
when there is no reconnection.

havior of the Harang is provided in a case study [7]. A Har-
ang with a westward velocity of 1 km/sec was observed. The
measured westward component of E × B drift was approxim-
ately half the Harang velocity, consistent with eastward mag-
netic flux transfer. The convection pattern shows the appro-
priate equatorward and poleward components of Fig. 4. The
superposition of the Harang-driven cell on a large-scale two-
celled convection offers an explanation of the observed east-
ward protrusion of the duskside convection cell near midnight.

4. Control of reconnection by Harang-driven
convection

Figs. 4 and 5 illustrate the Harang-driven convection and
current system in the magnetosphere at quiet times. The ion en-
ergy on flux tubes (shielding) is reduced as the Harang moves
westward in the E × B = 0 frame, resulting in an inward
E × B drift component until the shielding is restored by en-
ergy increase of the remaining ions and electrons (which have
lower values of the adiabatic invariants). The currents associ-
ated with the ion drifts are diverted to the ionosphere at local
times where shielding is reduced. The inward E×B convection
of dipole-like flux at local times of reduced shielding is closed
by outward convection at local times of high shielding; that is
west of the Harang.

It is now straightforward to relate the Harang-driven E × B
convection to reconnection. The E × B drift to lower L values
on dipole-like field lines at the Harang provides the conditions
discussed earlier (dv/dx at maximum) that favor the onset of
reconnection on tail-like field lines outside the dipole-like re-
gion. Thus, when near-earth reconnection is initiated, it would
be expected to be at the local time of the Harang discontinuity.

However, reconnection produces stress changes that enhance
the inflow at the Harang. This provides positive feedback, amp-
lifying the Harang-driven convection shown in Figs. 4 and 5.
The resulting instability is either an interchange or a ballooning
instability with energy supplied by both magnetic field changes
due to reconnection, and by the radial convection component
of ions. The above offers an explanation of non-triggered ex-
pansions.

Now we can return to time variations of dayside reconnec-
tion and triggered substorms. A decrease in dayside reconnec-
tion requires increased E × B drift of the ions (west of the
Harang) away from the earth, since shielding must decrease.
This provides more energy input by ions to the Harang-driven
convection cell of Figs. 4 and 5; that is more energy than for
the non-triggered case. This results in a corresponding increase
in the probability of reconnection onset at the Harang in the in-
flowing part of the convection cell. It offers an explanation of
triggered expansions, and explains why the energy involved is
greater for triggered substorms ([4]. It is consistent with a sug-
gestion in [2] that the energy for triggered substorms comes
from the convection of the shielding ions to higher L values.

Finally, there are a few additional properties of the model
that should be noted: (1) The instability may involve east-west
scales which are smaller than the Harang, since energy is avail-
able for a Harang-type convection cell wherever there is a west-
ward increase in total ion energy. According to our earlier dis-
cussions there is a westward increase of total ion energy over
most of the Harang. (2) An increase in the dayside reconnec-
tion rate is expected to produce electric fields that convect the
shielding ions closer to the earth. The inward convection op-
poses the Harang-driven convection cell and would cause sup-
pression of reconnection onset in the growth phase of sub-
storms. (3) Since the Harang cell moves westward with the
drifting ions, reconnection, after onset, would be likely to fol-
low the motion as the expansion develops, consistent with west-
ward travelling surges. (4) Fig. 5 illustrates that the sum of the
ion currents and the westward electrojet should be constant
over several hours of local time around midnight. At times
when the westward electrojet current is comparable to the in-
tegrated region 2 current (one or two mega-amps), there is
very little shielding in the magnetosphere. This suggests that
the large increase in the conductivity of the ionosphere in sub-
storms plays an important role in slowing down the earthward
component of E×B, and delaying the restoration of shielding.

5. Summary

Dayside reconnection transfers magnetic flux into the tail,
and determines the average transfer rate, which must be the
same through all parts of the magnetosphere. The return trans-
fer to the dayside is obstructed by the plasma and the iono-
sphere. The topology of the magnetosphere adjusts to close the
currents of these obstructions. It is useful to compare average
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topologies corresponding to different constant dayside recon-
nection rates. The average amount of magnetic flux in the tail
and on the nightside increases with dayside reconnection rate,
and the earthward edge of the plasma sheet moves closer to
the earth. Growth phases and triggered substorms both involve
topology change in response to increases or decreases in day-
side reconnection rate. We focussed on magnetic flux transfer
through the plasma sheet since this is related to substorms. En-
ergy must be removed from flux tubes to resolve the pressure
catastrophe. Observations indicate that multiple reconnections
remove energy from flux tubes, reducing the energy content
until they can convect to the dayside at the appropriate aver-
age rate. The appropriate average can be maintained only if
both tail-lobe and near-earth boundary conditions play a role
in controlling reconnection and flux transfer. It is proposed
that reconnection onset is most probable at locations where and
times when dv/dx, the uptail gradient of the earthward com-
ponent of flow, is a maximum before onset. In the plasma sheet,
dv/dx can be increased by a strong E×B earthward compon-
ent at the earthward boundary of a region where other factors
favor reconnection. This allows an avalanche-like process in
the mid-tail with reconnection controlled by nearer-earth flows
(which may themselves be the result of nearer-earth reconnec-
tion). At the nearest-earth reconnection site, the boundary con-
dition is provided by the earthward component of E×B in the
dipole-like region. In MHD models, this is a maximum at mid-
night. In the presence of energetic ion drifts, it is at the Harang
discontinuity. A time-dependent model of the Harang discon-
tinuity is presented in which it is the eastern limit of westward
drifting highest-µ ions. The drift of high-µ ions off flux tubes
at the Harang creates an east-west distribution of energy that is
not in equilibrium. This causes a convection component toward
lower latitudes at and east of the Harang and to higher latitudes
at points west. These E×B components favor reconnection on-
set on tail-like field lines at the local time of the Harang. How-
ever, reconnection changes magnetic stresses so as to create a
positive feed-back to the convection cell. The result is an in-
terchange/ballooning instability with energy provided by both
ion-drift and reconnection. This explains non-triggered sub-
storms. Decreases in dayside reconnection require additional
outward E × B drift of the shielding plasma west of the Har-
ang. This enhances the Harang-driven convection and provides
a boundary condition that is even more favorable for recon-
nection onset. Conversely, increases in dayside reconnection
require inward E × B drift, which suppresses Harang-driven
convection and reconnection during growth phases.
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On the role of entropy conservation and entropy
loss governing substorm phases

J. Birn, M. Hesse, and K. Schindler

Abstract: MHD theory and simulations have shed light on the role of entropy conservation and loss during the course
of a substorm. Entropy conservation appears to be a crucial element leading to the formation of thin embedded current
sheets in the late substorm growth phase, causing the onset of an instability or a catastrophe (loss of equilibrium). Entropy
loss (in the form of plasmoids) is essential in the earthward transport of flux tubes (bubbles, bursty bulk flows). Entropy
loss may also change the tail stability properties and render ballooning modes unstable and thus contribute to cross-tail
variability. We illustrate these effects through results from theory and simulations. We also verify that the entropy
conservation as used in MHD remains a valid concept in particle simulations.

Key words: Entropy, Substorms.

1. Introduction

The large-scale dynamic evolution of the magnetosphere, in-
cluding the substorm growth phase and the substorm expan-
sion phase, is usually modeled by the one-fluid magnetohydro-
dynamic (MHD) equations. Major assumptions used in the de-
rivation of the MHD equations from the more general frame-
work of collisional or collisionless Vlasov/Boltzmann equa-
tions are (a) the neglect of the electric field in the plasma rest
frame (ideal MHD),

E + v × B = 0 (1)

(b) the assumption of isotropic plasma pressure p, and (c) the
neglect of heat flux or, more narrowly, the divergence of the
heat flux tensor. Here heat flux represents the third order mo-
ment of the particle distribution function, representing thermal
energy transport in the plasma rest frame. This leads to the
adiabatic, i.e., entropy conserving, law of state, which may be
written as

d

dt

p

ργ
= 0 (2)

where d/dt ≡ ∂/∂t+v·∇ is the time derivative in a comoving
frame. Here γ = 5/3 is appropriate for an isotropic plasma
distribution function (taken in the plasma rest frame), which
also implies the absence of heat flux.

Although the details of substorm onset in the magnetotail
are still a matter of debate, there is no doubt that magnetic
reconnection, and plasmoid formation and ejection, play a cru-
cial role in the expansive phase of substorms. This requires a
local violation of the ideal MHD constraint (1) associated with
a dissipative electric field

E′ = E + v × B �= 0 (3)
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In MHD simulations this is usually accomplished by some ad-
hoc model of resistivity (or by numerical diffusion). In col-
lisionless models appropriate for the magnetotail, resistivity
from binary collisions does not play any role. Many of the in-
vestigations of magnetic reconnection in the magnetotail there-
fore have focused on the break-down of (1) and the properties
of the dissipative electric field resulting particularly from elec-
tron inertia effects [14, 9, 11, 8, 13].

However, the entropy conservation (2) and its break-down
also have important implications for the evolution of the mag-
netotail, the accessibility of certain states, and the stability of
the tail. This is the topic of the present paper. In Sec. 2 we
present results from quasi-static theory and MHD simulations
that demonstrate the potential role of entropy conservation in
the growth phase of substorms in governing thin current sheet
formation and the loss of equilibrium. As discussed in Sec. 3,
the subsequent loss of entropy by the severance of a plasmoid
results in a ballooning unstable configuration. The entropy loss
enables depleted flux tubes to penetrate close to the earth, while
ballooning instability may provide cross-tail structure and fila-
mentation. These results rely on the entropy conservation (2),
which is imposed in the MHD model. However, as demon-
strated in Sec. 4 from a comparison between an MHD sim-
ulation and a full particle simulation, the integral of entropy
on moving flux tubes is well conserved in particle simulations
as well, providing credence to the results of the MHD simula-
tions.

2. Substorm growth phase: Thin current sheet
formation, loss of equilibrium

In this section we discuss the possible role of entropy con-
servation during the substorm growth phase. Recently Birn and
Schindler [3] investigated the quasi-static response of the mag-
netotail to a deformation of the magnetopause boundary, af-
fecting particularly the inner tail. Using two-dimensional mag-
netohydrostatic (MHS) equilibium theory, together with flux,
entropy, and topology conservation (equivalent to ideal MHD
for slow, quasi-static, evolution), they demonstrated that a fi-
nite boundary deformation of magnetotail equilibria can lead
to strong local current density enhancement, that is, the form-
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Fig. 1. (a) Maximum current density as function of the amplitude
of the boundary indentation; (b) pressure as function of the flux
variable A for the unperturbed state (dotted line), the theoretical
limit obtained from quasi-static theory (dashed), and from an
MHD simulation (solid line). Modified after [4]; (c) magnetic
field configuration near the critical limit, consisting of a thin
embedded current sheet (gray scale) that bifurcates toward the
Earth (left).

ation of a thin current sheet. Equilibrium configurations that
satisfy the constraints cease to exist when the boundary de-
formation exceeds a critical value.

Figure 1 illustrates this result. Panel (a) shows the maximum
current density in the tail as a function of the amplitude of
the boundary indentation a, which diverges at a finite value
of a. Panel (b) shows the pressure P as a function of the mag-
netic flux variable A, where the magnetic field is given by B =
∇A × ŷ. The dotted line corresponds to the unperturbed state
and the dashed line to the critical state, where J = dP/dA be-
comes locally infinite. The solid line represents the result of an
MHD simulation, where the critical state is obtained by a slow
temporal evolution resulting from a temporal inflow through
the boundary, which causes a similar deformation as in the
quasi-static model [4]. Panel (c) illustrates the configuration
near the critical state, showing an enlarged inner portion of the
tail. A thin sheet with strongly enhanced current density (gray
scale) becomes embedded in the plasma sheet. This sheet bi-
furcates into two sheets toward the Earth (to the left in Fig. 1).
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Fig. 2. MHD simulation of thin current sheet formation and
plasmoid ejection in the tail, resulting from boundary deformation
in the near tail. The gray scale indicates the current density.

3. Expansion phase: Role of reconnection,
propagation of bubbles

The results of Sec. 2 showed the strong coupling between
boundary perturbations, resulting from the impact of the solar
wind, and current density intensification within a thin sheet
forming within the plasma sheet. It is plausible that this leads
to the onset of instability or the loss of equilibrium, regard-
less of the dissipation mechanism. In the presence of dissip-
ation the strong current density enhancement is expected to
cause reconnection. We simulated this by imposing finite, uni-
form, resistivity. As demonstrated by Fig. 2, this indeed leads
to reconnection in the near tail and the formation and ejection
of a plasmoid. Similar results can also be obtained from full
particle simulations, where dissipation results from electron in-
ertia causing nongyrotropy of the electron pressure tensor [7].

The plasmoid formation has a further consequence for closed
field lines, connected with earth at both ends. Because parts of
these field lines are severed, the remaining closed section be-
comes shorter and its total entropy content reduced. This is
demonstrated in Fig. 3, showing the integrated quantity S(A)
defined by

S =
∫

p1/γdV =
∫

p1/γ ds

B
(4)

where A is again the flux variable in the two-dimensional mag-
netic field, integrated at various times along field lines cross-
ing the near-Earth boundary x = 0. A is normalized to 0 at
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Fig. 3. Entropy function for the MHD simulation of Fig. 2 at
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Fig. 4. Entropy function for a depleted flux tube (bubble).

x = 0, z = 0 and increases outward. The sharp decrease of the
initial S(A) (dotted line) near A = 0.7 marks the transition
from closed to open field lines, which cross the far boundary
x = 32, rather than the equatorial plane z = 0. In the ab-
sence of dissipation, that is, for vanishing resistivity, this func-
tion should be conserved. As a result of reconnection, however,
S(A) becomes reduced for field lines that are affected by re-
connection. The sharp increase of S(A) (near A = 0.5 for
t = 50) marks the location of reconnection; it moves to higher
A values, and from closed to open field lines, as time proceeds.
Below this value the functions S(A) show a deep minimum but
remain essentially identical for the part that has undergone re-
connection, that is, left of the steep jump. This shows that there
is little further dissipation.
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Fig. 5. Maximum earthward flow speed as function of time for
bubbles with ym = 0.2 and (a) pressure reduction but no initial
velocity (solid line), (b) pressure reduction and initial velocity
(dotted line), (c) no pressure reduction but finite initial velocity
(dashed line). After [1].
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Fig. 6. Evolution of a entropy-depleted flux tube (bubble). The
gray scale shows the earthward flow speed and the contours the
boundary of the region of reduced entropy density in the x, z
plane.)

As shown by [12], the nonmonotonic variation of the en-
tropy function, resulting from the plasmoid loss, also changes
the stability properties of the configuration and, specifically,
the depleted flux tubes, which are often denoted a plasma “bub-
ble” [10, 6]. The non-monotonic variation of the entropyleads
to ballooning or interchange instability. Using three-dimen-
sional magnetohydrodynamic simulations, Birn et al. [1] in-
vestigated the propagation of low-entropy bubbles in the mag-
netotail. To distinguish the role of the entropy depletion versus
acceleration by reconnection, they studied the evolution of a
closed magnetic flux tube with artificially reduced pressure
(and thus entropy density). The initial entropy variation is shown
in Fig. 4 and is qualitatively the same as in Fig. 3, resulting
from reconnection. Birn et al. found that the depletion was
crucial in permitting the earthward propagation of the bubble,
reaching speeds of the order of 200-400 km/s, depending on
the initial amount of depletion and the cross-tail extent of a
bubble. Fig. 5 illustrates this result by a comparison of three
simulations, one starting with a depleted flux tube (solid line),
one with additional added initial earthward momentum (dot-
ted line), and one with initial momentum but without depletion
(dashed line). Obviously, simple acceleration without deple-
tion does not lead to significant earthward propagation, whereas
the two depleted flux tubes, after some initial phase, show sim-
ilar evolution and propagation toward Earth. This result can be
considered as the consequence of interchange instability, ori-
ginally postulated by [10].

The instability of the depletedflux tube configuration against
ballooning also leads to structuring of the depleted region in
the cross-tail direction. This is demonstrated by Figs. 6 and 7,
which show the earthward flow speed (gray scale) associated
with the bubble at two different times in the x, z plane and the
x, y plane, respectively. The top section shows the earthward
propagation, confined within the depleted flux tube. The plots
in the equatorial plane (bottom two panels), however, demon-
strate that the bubble, which originally consists of a single con-
nected flux tube, breaks apart into several pieces of flux tubes.
This is the result of ballooning modes with a wave structure in
the cross-tail direction.

c©2006 ICS-8 Canada



22 Int. Conf. Substorms-8, 2006

0 1 2 3 4 5 6 7 8 9 10

2

1

z  0

-1

-2

t = 15

t = 5
2

1

z  0

-1

-2

x

0.3

0

0.1

0.2

vx

Fig. 7. Evolution of a entropy-depleted flux tube (bubble). The
gray scale shows the earthward flow speed and the contours the
boundary of the region of reduced entropy density in the x, y
plane.)

4. Validity: Comparison between MHD and
kinetic simulations

The results discussed in sections 2 and 3 are based on the en-
tropy conservation (2), which is imposed in the MHD model.
In a full kinetic model, this approximation may break down
through the development of anisotropy and effects of heat con-
duction, in addition to reconnection. We have therefore invest-
igated the conservation of entropy in a comparison of a particle
simulation of magnetic reconnection with an MHD simulation
[2]. This study was motivated by a recent comparative study of
forced magnetic reconnection with various particle and fluid
codes, named the “Newton challenge.” In these simulations,
the formation of a thin current sheet and magnetic reconnection
are initiated in a plane Harris-type current sheet by temporally
limited, spatially varying, inflow of magnetic flux (from top
and bottom in Fig. 8). All simulations resulted in surprisingly
similar final configurations [5] with a concentration of the cur-
rent in rings around the center of the magnetic islands, as il-
lustrated in Fig. 8. This suggested that entropy conservation
operated similarly in fluid and particle codes despite the fact
that kinetic approaches include anisotropy, a different dissipa-
tion mechanism, and different waves not included in MHD.

Specifically we investigated again the integral entropy meas-
ure S(A), defined by Eq. (4), using a gauge in which A is
frozen in the plasma outside the reconnection region. In the
absence of dissipation and for vanishing heat flux (or, more
generally, vanishing divergence of heat flux) S(A) should be a
conserved function. This function was evaluated for both a PIC
simulation and an MHD simulation with localized resistivity
given by

η = η1/ cosh2 s s2 = (x/dx)2 + (z/dz)2 (5)

choosing dx = dz = 1 and η1 = 0.01. Magnetic flux val-
ues A were derived from integrating Bx = −∂A/∂z along the
boundary x = 16. We note that, without dissipation, the flux
values at the corners of the simulation box and, for symmetry
reasons, at x = ±16, z = 0 should be conserved. We nor-
malized A to vanish at x = ±16, z = 0, that is, at the o-type
magnetic neutral points in the center of the evolving magnetic
islands, where the plasma stays at rest.
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Fig. 8. Late magnetic field configuration and current density
(gray scale) for an MHD (top) and a PIC simulation (bottom) of
the Newton challenge problem [5, 2]. The outermost field lines
are the ones that originally formed the boundaries z = ±8.To
show the deformation more clearly, field lines outside of these are
omitted.

With this gauge, the flux values should be frozen in the
plasma fluid within the ideal MHD regime, that is, prior to and
after reconnection. However, it makes sense also to compare
the entropy before and after reconnection, because of the sym-
metry of the configuration and the fact that the entropy measure
defined by (4) is an additive quantity. Thus we can compare the
entropy measure S of a section of a field line that extends from
the z axis to the boundary before reconnection with the corres-
ponding field line that extends from the x axis to the boundary
after reconnection.

Figure 9 (top) shows the entropy function (4) obtained in this
way as function of the magnetic flux variable for both MHD
and PIC simulations at the late stages of the simulations to-
gether with the initial distribution (dotted line). The bottom
part of Figure 9 shows the corresponding pressure variations,
also averaged over the field lines. For the PIC simulation the
pressure p is defined by the trace of the full pressure tensor,
given by

p =
1
3
p‖ +

2
3
p⊥ (6)

For an indication of the anisotropy in the PIC simulation, the
parallel and perpendicular components of the pressure tensor
are shown as well as functions of A, again averaged over field
lines.

The entropy functions in Figure 9 (top) show remarkable
agreement with each other and with the initial distribution, des-
pite the fact that most field lines at the late times have under-
gone reconnection. This demonstrates that the Joule dissipa-
tion at the reconnection site leads only to a minimal increase in
the total entropy on a field line. In contrast, the pressure func-
tions P (A) have change drastically from the initial distribu-
tion but agree closely between MHD and PIC simulations. The
small difference is largely due to the fact that the PIC simula-
tion has evolved slightly more than the MHD simulation. The
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Fig. 9. Entropy (top) and pressure (bottom) as functions of
the magnetic flux variable A for MHD (dashed line) and PIC
simulations (solid line) of the Newton challenge problem
[5]. Also shown are the parallel and perpendicular pressure
components for the PIC simulation.

PIC simulation shows some anisotropy, particularly at values
of A close to 0, which corresponds to the center of the mag-
netic islands.

The (approximate) entropy conservation through the recon-
nection process is a particular property that results from the
symmetry of the Newton challenge problem with the x-point
located at the center of the symmetrical box. This has the con-
sequence that at the reconnection site a field line is split into
two halves, which are then reconnected with symmetrical two
halves, so that, in the absence of significant dissipation, the
total entropy remains the same. In more general configurations
without symmetry, such as the tail configuration of Fig. 2, only
the sum of the entropies of the affected field lines would be
conserved. That is, the entropy loss from a shortened recon-
nected field line corresponds to the entropy of the severed part
contained within the plasmoid.

5. Summary and Discussion

We have discussed how entropy conservation and the loss
of entropy might affect various substorm phases, including the
growth phase, onset, and the expansion phase, in the magneto-
tail. Results from quasi-static theory and MHD simulations
demonstrated how entropy conservation, together with flux and
topology conservation in the growth phase of substorms gov-
erns thin current sheet formation and the loss of equilibrium.
The strong current density intensification, which occurs when
the critical state is approached, suggests the onset of instability
or a catastrophe, that is, loss of equilibrium, regardless of the
dissipation mechanism. This eventually leads to the onset of

reconnection and plasmoid formation and ejection.
The subsequent loss of entropy by the severance of a plas-

moid results in a ballooning or interchange unstable config-
uration. The loss of entropy is essential in enabling depleted
closed flux tubes (bubbles) to penetrate to the inner magneto-
sphere closer to Earth, as suggested by [10]. Ballooning in-
stability may also be responsible for providing cross-tail struc-
ture and filamentation of bubbles, which may be closely asso-
ciated with localized fast flow bursts in the tail.

These results rely on the entropy conservation (2), which is
imposed in the MHD model. However, as demonstrated by the
comparison between an MHD simulation and a full particle
simulation, the integral of entropy on moving flux tubes is
well conserved in particle simulations as in MHD simulations,
providing credence to the results of the MHD simulations. The
(approximate) conservation of entropy, even through the recon-
nection process, is a consequence of the strong localization of
Joule dissipation (given by j ·E′, where E′ = E+v×B) and
of the lack of significant heat flux across the field.
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Depletion of electrons in a multiple substorm event
on November 15th, 2001

C. R. Bryant, J. S. Murphree, E. Donovan, and S. B. Mende

Abstract:
Using the IMAGE FUV instrumentation it is possible to determine the power of auroral events. Proton power can be

calculated using the SI12 instrument and the power of the LBH spectrum can be calculated using the WIC camera. The
resulting power spectrums can compared, examining the relationship of the precipitating particles. Data will be presented
from a multiple substorm event from November 15, 2001.

The multiple substorm event consists of two events that have no apparent IMF trigger during a strong southward
IMF (-10 nT). These events are then followed by two substorm events that have external triggers (that being northward
turnings). The peaks of the events starting at 1738 UT and 1815 UT have ratios of the SI-12/LBH power of roughly 45%,
indicating that the aurora is primarily due to precipitating electrons. The breakup at 1900 UT has a peak of SI-12/LBH
power of 170%. Clearly the protons make up much more of the particle precipitation into the auroral oval as the WIC
images show weak intensities likely related to secondary electrons from the proton precipitation. The recovery phase after
this final substorm is quick for the LBH power but the proton power shows that the decay is longer, perhaps even with
another event occurring at 2140 UT with only a proton power signature.

Loss cone for the electrons means they are favoured to precipitate into the oval but are depleted in the later substorm
and protons make up the majority of the precipitating particles. Particle measurements will be used in conjunction with
images from IMAGE FUV instruments to help determine the relationship between the protons and electrons in this
multiple substorm event scenario.

Key words: substorms, IMAGE FUV, multiple events.

1. Introduction

November 15th, 2001 provides an interesting example of
a multiple substorm event. In this example, observations re-
veal an extended growth phase with a strongly southward IMF,
a non-IMF triggered pseudo-breakup and breakup, and two
breakups triggered by northward turnings. The recovery phase
of each part of the event is interesting as many of the features
remain when the next breakup occurs in another portion of the
oval.

The far ultraviolet instruments on board the IMAGE satellite
are the primary vehicle for the selection of the dataset used in
this paper. In particular, the wideband imaging camera (WIC)
and a spectral imager (SI-12) are used. The WIC instrument
operates in the Lyman-Birge-Hopfield (LBH) band from 140
- 190 nm where the prominent excitation mechanism is elec-
tron impact excitation for the LBH band [7]. Due to O2 ab-
sorption in part of the LBH band there are significant losses as
well as dayglow associated with solar radiation on the dayside.
As well, there is also contamination from precipitating protons
which are efficient at creating secondary electrons contaminat-
ing the pure electron signal [9, 3]

The SI-12 imager measures Doppler shifted Lyman-α emis-
sion at 121.567 nm produced by energetic protons cascading
into the atmosphere. Geocoronal emissions due to solar radi-
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ation at 121.6 nm is a concern but is filtered out to produce
only photons associated with proton aurora. Due to limitations
of the instrument, however, only protons with energies of at
least several keV will be detected [8].

Other than IMAGE FUV, ACE solar wind and interplanet-
ary magnetic field measurements are also used in describing
the events. The ACE data is Weimer-mapped from the ACE
location near the L1 point back to the bow shock at 12 MLT.
This means that the displayed ACE data is much closer to the
time that the magnetosphere would actually react to the solar
wind and magnetic field.

Using the MLT images for the WIC and SI-12 cameras, it
is possible to estimate the power [2]. In this paper, the au-
roral substorm power is estimated by contouring the hemi-
sphere with a minimum value that was calculated from mul-
tiple images of quiet time. Once this minimum level is defined,
the contour is run in order to calculated the area [1] of the au-
roral intensity above the quiet level. Therefore a power level of
zero represents a quiet oval.

The auroral substorm power, like other indices such as AE
[10], can be used to determine onset/expansion and beginning
of the recovery phase. The power dramatically increases at on-
set. At the beginning of the recovery phase, the power reaches
a maximum. As the recovery phase continues, the power con-
tinues to decrease until it reaches zero which would indicate
the end of the recovery phase.

2. Observations

Looking at the two hours prior to the event, Weimer-propagated
ACE data in the figure 1 reveals that there would likely be two
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substorms due to northward turnings following the strongly
southward Bz period. The growth phase for these two sub-
storms appears to start with a sudden drop of Bz from 5 nT to
-7 nT at 1642 UT. It is followed 5 minutes later by a dawnward
shift of By . Bz is strongly southward for about 90 minutes be-
fore the first northward turning and the first of two externally
triggered events.

Fig. 1. Weimer-mapped ACE data from 16-23 UT on November
15, 2001. The top panel shows the Bz and By components of the
solar wind while the lower panel shows the dynamic pressure and
the Vx component of the solar wind. (Data is courtesy of Dr. J.
Weygand at IGPP, UCLA.)

The growth phase is also evident in figure 2. One expects the
poleward edge of the auroral oval to move equatorward dur-
ing the loading process as the tail is stretched out. Examining
the four keograms, the WIC and SI-12 keograms at 3.0 MLT
clearly show equatorward movement of the poleward bound-
ary until the first breakup at 1737 UT. The keograms at 23.0
MLT also show equatorward movement but show a potential
pseudo-breakup near 1636 UT and then show expansion both
equatorward and poleward at the first clear pseudo-breakup at
1720 UT.

The substorms externally triggered by the two separate north-
ward turnings are at 1815 UT and 1900 UT. The first northward
turning, from -13 nT to 2 nT, occurs simultaneously with a
duskward shift in By as seen in figure 1. In figure 2 it is clearly
seen that there are increases in intensity at 1815 in both local
times. The 1900 UT substorm is not nearly as clear in the MLT
images although there is an increase in the intensity of the SI-
12 keograms. In figure 3, there is a very clear rise in power
starting at 1815 UT. A similar increase is also seen in the SI-
12 power. Figure 4 ratio of SI-12 to WIC power is less than
100% during this substorm.

After spiking at 2 nT at 1815 UT, Bz begins to fall off to
-10 nT loading energy into the system again over the next 45
minutes. The second northward turning beginning at 1900 UT
has a gradual rise in Bz from -10 nT to 8 nT that lasts nearly
8 minutes. At the same time, By again moves dawnward. In
this case, the keograms in figure 2 barely show any intensity
increase and it appears later than 1900 UT. Most of the intens-
ity increase is also in the post-midnight sector. Similarly, fig-
ure 3 shows the SI-12 power increasing at 1900 UT while the

Fig. 2. Keograms for WIC and SI-12 from 16 UT to 23 UT. The
top two keograms are taken at 23.0 MLT which is the local time
of the pseudo-breakup and close to the first breakup. The bottom
two keograms are from 3.0 MLT in order to illustrate the proton
aurora later in the sequence of events.

Fig. 3. WIC (LBH) and SI-12 (proton) total auroral substorm
power between 16 UT and 23 UT. The solid line is the WIC
power and the dashed line is the SI-12 power.

WIC power remains fairly consistent until its rise near 1920
UT. The rise at 1920 UT is also related to secondary electron
contamination from the proton precipitation. Figure 4 shows
that the ratio of WIC to SI-12 power is near one before 1900
UT. The SI-12 power climbs steadily to nearly fives times the
WIC power by 1920 UT.

In figure 1, Bz becomes steadily northward at 1940 UT. The
recovery phase happens during periods of prolonged north-
ward IMF after a northward turning. Further, examining the
keograms in figure 2, it is seen that the WIC camera shows de-
creasing intensities at both 23.0 MLT and 3.0 MLT. The 23.0
MLT also shows a weak double oval formation. Both of these
are characteristics of the recovery phase. Figure 3 also shows
decreases in power starting around 1940 UT. This is in agree-
ment as the power is related to the intensity if the auroral oval.

2.1. Pseudo-Breakup - 1720 UT
The pseudo-breakup occurs during the strongly southward

IMF and appears to not be IMF triggered. This is being defined
as a pseudo-breakup as there is limited poleward and latitudinal
expansion.
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Fig. 4. Power ratio from 17 to 20 UT. The ratio is given as
a percentage of power of the SI-12 instrument to the WIC
instrument.
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Fig. 5. 1720 UT pseudo-breakup. This is a series of MLT images
from the IMAGE WIC and SI-12 cameras. Each row represents
one UT time and the left column is WIC and the right column is
SI-12.

In figure 5, 1718 UT (the top row) shows the auroral oval to
be reasonably quiet. Weak activity does exist and it appears in
the same region on both the SI-12 and WIC images. At 1720
UT, a breakup is evident at 23.0 MLT. Both WIC and SI-12 im-
ages clearly show a sharp increase in activity. This is confirmed
in figure 2 in the 23.0 MLT keograms which also show a sharp
boundary in intensity at 1720 UT. Over the next few images
(not shown) activity increases and a small auroral bulge forms.
At 1728 UT, the pseudo-breakup is already in recovery phase
in the WIC image though some activity remains in the SI-12
image. This is confirmed in the 23.0 MLT keograms again as
there is a significant decrease in intensity.

2.2. Substorm One - 1737 UT
This substorm occurs during the strongly southward IMF

and appears not to be IMF triggered. Although a duskward
shift (increase) in By occurs at this time and it has been noted
that By maybe a possible trigger [6]. Solar wind pressure pulses
have also been noted to trigger substorms [5] however there is
not a complete dataset over that time period in order to de-
termine if the breakup was caused by a change in solar wind
dynamic pressure.

At 1735 UT (the top row), in figure 6a, the oval shows weak
activity in the WIC image although there is more intense activ-
ity in the SI-12 image, mostly in the post-midnight sector. The
images at 1737 UT clearly show a breakup at 22.5 MLT in
the WIC images and an increase in the intensity of the activity
in the pre-midnight sector in the SI-12 image. This means that
breakup occurred between 1735 and 1737 as the IMAGE satel-
lite has a two minute cadence. This conclusion is supported by
the keograms in figure 2 which also show a significant intens-
ity increase in both the SI-12 and WIC keograms at 23.0 MLT.
The keograms at 3.0 MLT also show that the equatorward mo-
tion associated with the growth phase has stopped. Figure 3
also clearly shows a dramatic increase in WIC power at this
time. The power continues to grow throughout the expansion
phase. This is consistent with figure 4 which shows the ratio
of SI-12 to WIC power is decreasing throughout the expansion
phase.

At 1751 UT, the substorm has reached the beginning of the
recovery phase. The oval has begun to decrease latitudinally
and in intensity. This intensity decrease can be seen in the keo-
grams at 23.0 MLT. The local maximum power in the SI-12
and WIC occurs at this time. In the final row of images in fig-
ure 6a at 1807 UT, the activity has continued to move into the
morning sector. Some recovery phase phenomena (double oval
formation and increase in the morning sector activity) are vis-
ible. The power has decreased from its maximum at 1751 UT
for both WIC and SI-12 which is also an indicator of recov-
ery. The WIC power remains larger than the SI-12 power dur-
ing this period indicating that both WIC and SI-12 power are
dropping simultaneously.

2.3. Substorm Two - 1815 UT
This substorm is triggered by a sudden northward turning

at 1815 UT following a prolonged (90 minute) strongly south-
ward IMF. Once it peaks, however, the IMF decreases again
for 40 minutes down to -10 nT. By remains duskward over this
time. There is is a decrease in the dynamic pressure during the
decreasing IMF after onset. As there appears to be no sustained
northward IMF, the recovery phase should likely be shortened
or non-existent.

In figure 6b, the first row at 1814 UT shows a moderate
amount of activity, most of which is still left from the pre-
vious substorm seen in figure 6a. There is recovery phenom-
ena seen such as a large latitudinal extent on the morning side,
north-south structures, and a double oval. The proton aurora,
though not as wide also shows moderate activity in three sec-
tors. Figure 3 shows that there is still significant auroral sub-
storm power.

In the second row, there is obviously a major increase in
intensity. The major increase is around 21 MLT with a bifurca-
tion from 21 MLT to 00 MLT as discrete aurora move poleward
and the diffuse aurora, still present from the previous substorm
moves equatorward during the expansion phase. Proton aurora
also brightens, but further east than the WIC image, with the
greatest intensity increases near 22.5 MLT. During this time,
both WIC and SI-12 power is increasing. The keograms con-
firm the onset near 1815 UT. The SI-12 keogram at 23.0 MLT
is especially good as the SI-12 intensity increases are closest.
The 3.0 MLT keograms show tremendous poleward expansion
of the oval.
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Fig. 6. This is a series of MLT images from the IMAGE WIC
and SI-12 cameras. Each row represents one UT time and the
left column is WIC and the right column is SI-12. The images in
figure (a) represent the first substorm at 1737 UT and figure (b)
represents the substorm at 1815 UT.

At 1830 UT, there is a marked decrease in the intensity of
the oval as the beginning of the recovery phase of this second
substorm starts. a double oval has formed and the morning sec-
tor has continues to expand from the recovery phase of the first
substorm, now covering over 15◦ MLAT. Many north-south
structures exist from midnight into the morning side as a res-
ult of previous recovery phase still continuing. The WIC power
curve reaches its maximum at this point, while the SI-12 power
curve reaches its maximum a few minutes later. The end of ex-
pansion is also evident in the keograms as both the WIC and
SI-12 keograms at 23.0 MLT stop poleward motion and the en-
tire oval begins to move equatorward. In the case of the WIC
keogram, the intensity also drops off rapidly and a double oval
is evident by 1851 UT. The morning side continues to expand
latitudinally.

By 1852 UT, the oval appears to be in full recovery phase.
The SI-12 image, is also less intense but still has much more
activity than the WIC image. This is fully supported by the
23.0 MLT keograms in figure 2. The double oval in the WIC
keogram is an indicator of the recovery phase. The WIC power
drops off rapidly to a consistent value near 20 GW while the
SI-12 power has barely changed at all. Based on the WIC data,
the substorm is in full recovery though that is not evident from
the SI-12 data. This is clearly shown in figure 4.

2.4. Event - 1900 UT
After the decrease to -10 nT, there is a slow northward turn-

ing to 7 nT. At the same time there is an increase in the dynamic
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Fig. 7. This is a series of MLT images from the IMAGE WIC
and SI-12 cameras. Each row represents one UT time and the
left column is WIC and the right column is SI-12. The 1900 UT
event is outlined in this set of images. Figures in (a) show the
strengthening SI-12 intensities while the WIC intensities remain
weak. Figures in (b) show the progression through expansion to
recovery ’phases’ of the event.

pressure. Based on this solar wind evidence, there is another
event, substorm or not, starting at 1900 UT. The SI-12 power
also illustrates an event that begins at 1900 UT where as WIC
power does not increase until twenty minutes later and never
increases above the power of the SI-12.

In figure 7a, at 1859 UT (the first row), the WIC image
shows a double oval and weak intensities. The morning sector
has expanded over 15◦. The SI-12 image, on the other hand,
has strong activity near midnight that stretches well into the
dusk sector. Four minutes later, the WIC image has continued
to decrease in intensity. The SI-12 continues to increase in in-
tensity, expanding further east and latitudinally as if breakup
had taken place and the oval was in an expansion phase. Four
minutes after that, at 1907 UT, the WIC image continues to
show recovery. A slight increase in intensity near 02 MLT is
due to proton contamination, secondary electrons are being
measured by the WIC imager.

At 1919 UT in figure 7b the SI-12 image intensity has in-
creased dramatically, with a peak near 01 MLT but activity
spreading from noon all the way to morning. The WIC image
shows activity corresponding to the SI-12 image due to second-
ary electrons. The SI-12 power locally peaks and stays above
90 GW until 20 UT when it begins to fall off. There are three
peaks in the SI-12 power during this time. The WIC power is
lower than the SI-12 and is related to secondary electrons. The
keograms all show the event happens near 1920 UT based on
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intensity increases.
At 1927 UT and 1944 UT the SI-12 images remain active

while the WIC images remain weakly active due to second-
ary electrons. There are north-south features near midnight that
are unseen in the SI-12 images. The keograms for these times
show the SI-12 is in the expansion phase, the latitudinal expan-
sion still occurring. In the final images, at 2020 UT, the WIC
image is nearly retreated into a quiet state. The SI-12 intens-
ity has also decreased significantly. The multi-substorm event
is now in full recovery in both WIC and SI-12. The recovery
phase started near 1945 UT based on figure 3. The WIC power
reaches a quiet state much more quickly than the SI-12 proton
power which does not reach a quiet state for about 90 minutes
more. This is illustrated in figure 4. After reaching a peak of
five times the power, the power ratio drops off as more sec-
ondary electrons are measured by the WIC camera. Once the
SI-12 power begins to decrease, the secondary electron pro-
duction decreases repidly and the WIC power drops to zero.
The ratio climbs rapidly during this point and the time is cut
off at 20 UT as the ratio becomes infinite shortly thereafter.

3. Discussion and Conclusions

Detailed observations have been presented for a multiple
substorm event that clearly show a reduction and depletion
of the LBH electron signature after prolonged substorm activ-
ity. Several breakups have been presented to occur during this
period including both non-IMF and IMF triggered examples.
The power measured by the SI-12 and WIC instruments was
also presented to illustrate the differences in the observed sig-
nals. It is important to note that the calculated power is related
to the intensity of the magnetic local time images.

The event occurring at 1900 UT onwards is a strong proton
event fitting the the substorm description of growth, onset, ex-
pansion and recovery phases. The lack of a primary electron
signature in the LBH band is interesting. However, the precip-
itating protons evoke a secondary electron response in the LBH
range measured by WIC. Figures 3 and 4 clearly illustrate this
point.

In figure 3, the SI-12 power is smaller than the WIC power
starting after the onset of the first substorm. This is also clear
in figure 4. The LBH signal is strong until also 1900 UT while
in the recovery phase of the second substorm. During the re-
covery phase, the proton signature measured by SI-12 remains
high and becomes greater than the WIC power near 1852 UT.
The WIC camera continues to display recovery phase charac-
teristics event as the protons bring to enter into another active
cycle. Figure 3 shows that the power of the SI-12 is higher than
WIC power. The WIC power displayed is contaminated by
secondary electrons elevating the power artificially. Once the
power calculated from SI-12 observations begins to decrease
(beginnings of the recovery phase), the WIC power drops ex-
tremely rapidly as the secondary electron contamination is re-
moved. Figure 4 shows the ratio getting closer to one until such
time as the recovery phase begins and the ratio increases rap-
idly. As the WIC power reaches zero the power calculated from
SI-12 remains above zero for two more hours. This leaves us
with the question: Is this proton event actually a substorm with
a depleted electron signature?

Several possible explanations may account for some or all of
the depletion of the electrons in the LBH. Perhaps the plasma
source region has been reduced in electrons of the proper ener-
gies to produce an LBH signal. Since the bounce period for
electrons is 1000 times shorter, the electrons deplete faster.
This sets up a parallel electric current due to charge separation.
It may be possible to measure this current during this time and
observe the magnitude of the current. This would provide in-
sight into the behaviour of the electrons in the source region.
Mapping the footprint back into the tail and examining where
the source region is and potentially what L-shell it is on during
the entire multiple-substorm event could provide insight on the
type of source region involved.

Based on the ACE data and the keograms, it could be that
the electron loss cone may not have a chance to completely re-
fill between substorms leaving a fuller proton loss cone later
in the event. Considering Bz , if the electron loss cone starts
to fill, at 1642 UT, the first optical signature of precipitation
starts at 1720 UT with the pseudo break and then the non-
IMF triggered substorm. During this time, the magnetosphere
should continue to be loaded. At 1815 UT, the second substorm
occurs. After onset, it appears to continue to load based on B z .
However, if the precipitation has emptied the loss cone signi-
ficantly by this point, the short time period between the second
substorm and the final event may not allow enough loading be-
fore Bz remains northward.

The energy of particle precipitation is dissipated in several
ways including heat and light. Due to the prolonged precip-
itation, the atmosphere is being heated. This heating causes
the scale height of the atmosphere to increase. Since electrons
penetrate deeper into the atmosphere than protons due to their
smaller collision frequency. O2 is a major absorber in the LBH
range, therefore with the increase of O2 at higher altitudes
more of the LBH photons are absorbed.

What has been useful in this event is the determination of the
beginning of the recovery phase based the power of IMAGE-
FUV. Pulkkinen’s paper [10] used the AE to determine the
possible start of the recovery phase. While the AE is taken at
a higher frequency than the IMAGE data, due to lack of mag-
netometers the AE can no longer be calculated with accuracy.
The use of auroral substorm or hemispheric power of the global
images may provide a very good indicator of the start of the re-
covery phase.

Future work may include looking for other examples of pro-
longed events where the proton power calculated from the SI-
12 is greater than the WIC power. If several more of these
events can be identified, what ramifications does this have on
interpreting substorms? Identification of other data sets that
may maybe used in defining ionospheric and auroral beha-
viour will be important. FAST and DMSP may provide particle
measurements in the near Earth environment. Also, gathering
data from downtail sources such as Geotail and Cluster may
give hints to the magnetospheric topology that leads to such
optical auroral observations as this.
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Spatio-temporal dynamics of substorms during
intense geospace storms

J. Chen, A. S. Sharma, and X. Shao

Abstract: The nonlinear dynamical models of the coupled solar wind-magnetosphere system derived from observational
data are used to yield efficient forecasts of the magnetospheric conditions. A correlated database of solar wind and
magnetospheric time series data for the last solar cycle near its peak (year 2001) is compiled and used to model the
magnetospheric dynamics under strong driving. The dynamical models of the magnetosphere during superstorms developed
with this database are used to forecast the geospace storms of October-November 2003 and April 2002, and yields
improved forecasts of the intense storms. A new technique which consider the contributions of the nearest neighbors
weighted by factors inversely proportional to the distances in the reconstructed phase space yields better predictions,
especially during the strongly driven periods. Also the time series data of the distributed observations are used to develop
spatio-temporal dynamics of the magnetosphere using phase space reconstruction techniques. This nonlinear model is used
to study the spatial structure of geomagnetic disturbances during intense geospace storms. The ground magnetometer data
are from the two chains of stations: CANOPUS (13) and IMAGE (26). This new data set, with 1-minute resolution, is
used to study the spatio-temporal structure, including the coupling between the high and mid-latitude regions. From the
point of view of space weather the predictions of the spatial structure are crucial, as it is important to identify the regions
of strong disturbances during intense geospace storms

Key words: Substroms,Nonlinear Dynamics ,Prediction, Space Weather.

1. Introduction

The solar wind-magnetosphere coupling is enhanced when
the interplanetary magnetic field (IMF) turns southward, lead-
ing to geospace storms and substorms. The magnetosphere is
a highly dynamic system under these conditions. The Earth’s
magnetosphere is a non-autonomous dynamical system, driven
by the solar wind. Studies of the magnetospheric dynamics us-
ing models derived from the correlated database of the solar
wind - magnetosphere system have enhanced our understand-
ing of the complex behavior of the magnetosphere. The advant-
age of this approach is the ability to yield the dynamics, inher-
ent in observational data, independent of modeling assump-
tions. There has been considerable progress in the modeling
and forecasting of the solar wind-magnetosphere coupling as
an input-output system by linear and nonlinear approaches.

The linear prediction filter technique was used to obtain the
response time of the magnetosphere from the AL−V Bs data-
base [3][hereafter referred to as the BBMH dataset]. This data-
base spans the period from November 1973 to December 1974
and has 2.5 min resolution. The response functions from this
analysis have been used to interpret how the magnetospheric
response to the solar wind driver with changes in the activ-
ity level, indicating nonlinearity. These response functions ex-
hibited two time scales, corresponding to the directly driven
and loading-unloading processes. The modeling of magneto-
spheric substorms as a low dimensional system using the time
series data of the electrojet indices, AL or AE, to reconstruct its
dynamics has shown its low dimensionality and the nonlinear
nature of the magnetosphere [6] [7] [8] [17]. The reconstruc-
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ted phase space show clear evidence that the dynamical sys-
tem follows a pattern in the reconstructed phase space [9] [10].
This implies that the dynamics of the magnetosphere is pre-
dictable and this recognition has stimulated the study of fore-
casting substorms [18] and storms [14]. Vassiliadis [18] used
the local-linear technique on the BBMH dataset, with the solar
wind convective electric field V Bs as the input and the AL in-
dex as the output, and obtained good predictions. These predic-
tions gave strong evidence that nonlinear models can be used
to develop accurate and reliable forecasting tools for space
weather. Recent studies using time series data have shown that
the coherence on the global magnetospheric scale can be ob-
tained by averaging over the dynamical scales. A model for
the global features can be obtained by a mean field technique
of averaging outputs corresponding to similar states of the sys-
tem in the reconstructed phase space [12] [13]. With such a
mean-field model, accurate iterative long-term predictions can
be obtained, as the model parameters need not be changed dur-
ing the prediction.

Recently, some dynamical models incorporating the spatial
structure have been studied beyond the global indices. The suc-
cessful standard nonlinear dynamic approach using the AL −
V Bs coupling has been generalized to consider the dynamical
evolution of spatial structure of magnetic perturbation. Val-
divia [15] [16] studied and modeled the evolution of the spa-
tial structure of the middle and high latitude current structure
by a set of mid- and high-latitude ground magnetometers dis-
tributed at different longitudes around the Earth, providing the
representation of the effect of the currents at the ground. A 2D
dynamical solar wind driven model for the evolution of the spa-
tial structure of the mid-high latitude magnetic field perturb-
ations was generated from IMAGE chain of magnetometers.
The prediction model gives some new and interesting results.

During April 2002 and October-November 2003, nearly 2
years after the last solar maximum, three extremely big G5
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geospace storms occurred, an extreme geomagnetic storm on
the NOAA space weather scale that runs from G1 to G5. These
three G5 extreme geomagnetic storms were driven by the solar
wind with the southward IMF of -58.3 nT, -32.03 nT and -
53.02 nT, measured by ACE, and these led to the AL index val-
ues of -2778 nT, -1851 nT and -2499 nT, respectively. These
three intense geospace storms provide interesting opportunit-
ies for the study of nonlinear phase space reconstruction under
extreme conditions. In order to model and predict such intense
storms, a correlated database of the solar wind and magneto-
spheric variables of the year 2001, which is close to the peak
period of 11-year solar cycle, was compiled [4].

To study the spatial structure as observed by the latitudinal
chain of magnetometers, CANOPUS and IMAGE, the ground
magnetometer measurements from 26 stations of IMAGE array
and 13 stations of CANOPUS array for year 2002 with resolu-
tion of 1 minutes are compiled. The correlated solar wind input
is V Bs, as in the earlier studies.

Fig. 1. The correlated solar wind induced electric field V Bz

(panel a) and the auroral electrojet index AL (panel b) for
81 intense storm intervals during year 2001. The geomagnetic
activity in these intervals during the peak of the last solar cycle is
very high and correspond to strong driving by the solar wind.

2. Correlated Database of Solar Wind-
Magnetosphere Coupling under Strong
Driving

During the period of maximum solar activity, the magneto-
sphere is strongly driven and the year 2001 near the last solar
maximum is chosen for compiling a database for such an epoch.
This database contains solar wind flow speed V, the north-
south component of the IMF Bz and the AL index for the 11
months of 2001 (January to November). The solar wind data
for 2001 were compiled for a set of data intervals, each defined
as any continuous data longer than 12 hours with no more than
half-hour data gap. The dataset contains 81 intervals with peri-
ods 12 hours to 3 days long. During January-November 2001,

there were 81 such data intervals containing 33931 data points
at 5-min resolution, satisfying the above conditions. The cor-
related solar wind induced electric field V Bz and the auroral
electrojet index AL for 81 intense storm intervals during year
2001 are shown on Figure 1. During this period of strong solar
activity, intense substorms and storms were triggered with higher
frequency. If we define a strong geomagnetic storm as having
Dst less than -100 nT, we find that there are 12 such storms
in 2001 compared with 4 such storms in 1995 and 1 in 1996.
Thus the 2001 database is appropriate for studying the prop-
erties of geomagnetic activity during a solar maximum. The
selected 81 events are separated into 3 activity levels by the
average values of V Bs: medium (〈V Bs〉 ≤ 1500 nT km/s),
high (1500 nT km/s ≤ 〈V Bs〉 ≤ 2500 nT km/s), and super (
〈V Bs〉 ≥ 2500 nT km/s). To model a specific event, we choose
the corresponding activity level to which it belongs and use it
as a reference database.

During 2002-2003 there were three intense storms, occur-
ring in April 2002, October 2003, and November 2003. The
solar wind data from ACE through CDAWEB and the corres-
ponding geomagnetic field index AL were compiled for these
storms.

The magnetic perturbations from the 39 magnetometers of
IMAGE and CANOPUS of year 2002 are used to visualize and
predict the spatial evolution of the current systems. This data-
base contain solar wind key parameters from ACE and mag-
netic perturbation from ground magnetometers with 1 minute
resolution. We have both the magnetic perturbation Hx, geo-
graphic north, and Hy , geographic east, of the individual mag-
netometer. A valuebase, defined as the average value of the 15
quietest days in the whole year 2002, is subtracted from each
component at each magnetometer.

We partition the dataset by mapping the magnetometer meas-
urements in the universal time and the magnetic latitude to a
2D grid of magnetic local time and magnetic latitude λ [16].
Such mapping is possible because the perturbation is measured
at the different location in the magnetosphere as the Earth ro-
tates.

3. Nonlinear Dynamical Modeling Using
Correlated Data

3.1. Input-Output Modeling of the Magnetosphere
The magnetosphere has been shown to exhibit the features

of a nonlinear dynamical system, and its global features have
been modeled by a few variables [2]. This remarkable property
arises from the inherent property of phase space contraction in
dissipative nonlinear systems. A dynamical input-output model
can be constructed based on local-linear filters, which repres-
ent the relationship between the input I(t) and the output O(t)
of the system.

The time delay embedding technique is an appropriate method
for the reconstruction of the phase space and for obtaining its
characteristic properties [5] [11]. In this technique, a m com-
ponent phase vector Xi is constructed from this time series
x(t) as:

Xi = {x1(ti), x2(ti), · · · , xm(ti)}, (1)
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where xk(ti) = x(ti − (k − 1)T ) and T is a time delay. If the
embedding procedure is properly performed, the dynamical at-
tractor underlying the observed time series will be completely
unfolded, and the constructed states have one to one corres-
pondence with the states in the original phase space. Appropri-
ate values of the time delay T and the embedding dimension
m can be obtained by using techniques such as the average
mutual information and the correlation integral [1].

In an input-output model of the solar wind-magnetosphere
system during substorms, the solar wind convective electric
field V Bs is commonly used as the input and the geomagnetic
activity index AL or AE as the output. Thus the input-output
vector in the 2m dimensional embedding space can be con-
structed as

Xi = (I1(ti), · · · , IMI (ti), O1(ti), · · · , OMO (ti)), (2)

where MI = MO = m. The 2m-dimensional state vector Xi

at t = t1, t2, · · · tN , can now be used to construct a trajectory
matrix for the dynamics of the system as:

X =

⎡
⎢⎢⎣

I1(t1) · · · Im(t1) O1(t1) · · · Om(t1)
x1(t2) · · · Im(t2) O1(t1) · · · Om(t1)

...
. . .

...
...

. . .
...

I1(tN ) · · · Im(tN ) O1(tN ) · · · Om(tN )

⎤
⎥⎥⎦(3)

where N is the number of vectors. This N ×2m matrix con-
tains all the dynamical features of the system contained in the
data and yields its evolution in the reconstructed phase space.

3.2. Local-Linear and Weighted Mean Field Filters
The reconstructed phase space obtained from time series

data has one-to-one correspondence with the states in the ori-
ginal phase space, thus making the prediction of the dynamical
system possible. The main idea of this method is the use of the
trajectories in the neighborhood of the state at time t to predict
its location at the next time step. Knowing how the neighbor-
ing trajectories evolve, the location of the current state x(t) at
next time step t + T can be predicted. The procedure is loc-
ally linear but is essentially nonlinear as the features of the
neighboring trajectories are taken into account by considering
a small neighborhood.

Given the current state, the states similar to it in the training
set are selected as the first step. The similarity of the current
state with any other state in the known data, which is referred
to as the training set, is quantified by the Euclidean distance
between them in the embedding space. The states within a spe-
cified distance of the current state are referred to as the nearest
neighbors (NN ). The prediction using the mean field approach
have been used with the correlated BBMH database of solar
wind and geomagnetic activity time series [12] [13].

On+1 =
1

NN

NN∑
k=1

Xk (4)

In the mean field model, all the states in the specified neigh-
borhood, the NN nearest neighbors, were used to obtain the
center of mass by a simple averaging procedure. It is how-
ever the prediction can be improved if the states close to the
current state contribute more than those farther away. Based

on this recognition, a new filter based on the mean field filter
is proposed to improve the accuracy and efficiency of predic-
tions. This weighted filter takes into account the distance of
the nearest neighbors. a set of weight factors g which depend
inversely on the distances of each nearest neighbor from the
mass center is introduced as

gk =
1
d2

k

/

NN∑
i=1

1
d2

i

(5)

where di is the Euclidean distance of the ith nearest neighbor
from the center of mass. The predicted output that includes this
weighting of the neighbors is

On+1 =
1

NN

NN∑
k=1

Xk • gk, (6)

The prediction accuracy is quantified by normalized mean
square error (NMSE):

η =
1
σo

√√√√ 1
N

N∑
i=1

(Oi − O∗
i )2, (7)

where Oi and O∗
i are the observed and predicted data, respect-

ively, and σo is the standard deviation of Oi.

Fig. 2. The weighted mean-field predictions for storms: (a-b):
November 19-26, 2003, (c-d): October 26-November 03, 2003,
and (e-f): April 15-24, 2002. The left panel is V Bz , and the right
panel is the real AL (solid line) and predicted AL (dotted line).
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4. Modeling and Prediction during
Superstorms

4.1. October-November 2003 and April 2002
Superstorms

The weighted mean field filter is used to model the solar
wind-magnetosphere coupling during the superstorms of October-
November 2003 and April 2002. In order to obtain the optimal
nonlinear weighted mean field filter for superstorms, the fol-
lowing steps are adopted. First, the activity level of the solar
wind driving is computed by averaging the southward com-
ponent of V Bz . Then both the input (V Bz) and output (AL) of
the time interval corresponding to the same activity level of the
magnetospheric activity from the 2001 database are selected
as the training set. For these three superstorms, the super level
( 〈V Bs〉 ≥2500 nT km/s) of the 2001 database is selected.
Second, using all of the selected data interval of input (V B z

) and its corresponding (AL) as a training set, the index AL
is predicted for the superstorms using the weighted mean filter
discussed above. The normalized mean square error (NMSE)
is used to determine the optimal parameters for the prediction
by comparing the predicted and actual AL. In this model, the
time resolution (5 min) of the training set is chosen as the time
delay T , and the other three free parameters are used to min-
imize the NMSE. The first two parameters are the embedding
dimensions MI and MO, and as in the previous studies, we
take m = MI = MO, which determines the vector length in
the phase space to be 2m. The third parameter is the number of
nearest neighbors NN . A wide range of values of these para-
meters are used in the model to obtain the optimal predictions
and these are shown in Figure 2. The solar wind convective
electric filed (−V Bz) for these events are shown on Figure 2a,
2c and 2e. There is a sudden enhancement of the solar wind
convective electric field in the early part of these events and
this drives the geospace storms. The predicted and real AL are
plotted in the panels (b), (d) and (f) of Figure 2. The solid lines
represent the real AL and the dotted lines represent the pre-
dicted AL. Iterative predictions of the November 2003 storm
were carried out for 7500 minutes (125 hours) with a minimum
NMSE of 0.792 and the maximum correlation coefficient of
0.758. Also for the predictions of the October 2003 and April
2002 storms, yielded a minimum NMSE of 0.911 and 0.748, a
maximum correlation coefficient of 0.714 and 0.831, respect-
ively. In these figures the model output closely reproduces the
large-scale variations of AL and captures some of the most ab-
rupt changes. Also preceding the AL minima, there are sharp
jumps, corresponding to the abrupt enhancements of the north-
ward IMF. However, the southward IMF is the main driver of
the geomagnetic storms, and it is not clear how well the model
captures the effects of positive IMF enhancements.

In the earlier studies using the BBMH dataset [12] [13] [18],
a major part of the dataset was used as the training set and the
predictions were made for the remainder of the dataset. Con-
sequently there were many similar states in the phase space.
However for the two superstorms of 2003, it is hard to find so
many similar big substorms in the available databases, such as
that of year 2001. The nearest neighbor searches in these cases
yields only a few states close to the superstorms. If we use a
large number of nearest neighbors and a simple arithmetic av-
eraging, the output of the model is smoothed over these and

cannot capture the peak of the substorms. In such cases the
weight factor g plays an important role and the averaging pro-
cedure yields improved predictions.

4.2. Comparison of Predictions using Bargatze [3] and
Year 2001 databases

In order to compare the predictions using different databases
as the training set, the storms of November 2003 are predicted
using the BBMH database. To highlight the differences clearly,
the periods of quiet and low activity before and after the main
phase of the storms are neglected. The results of the storm of
November 2003 are shown in Figure 3(a). It is clear that the
peaks of AL cannot be predicted, mainly due to the absence of
similar strong substorms in the BBMH database. The overall
predictions have an NMSE of 0.847 and a correlation coef-
ficient of 0.772. The predictions of for the same period using
the year 2001 database and the combined database of year 2001
and BBMH are shown on Figure 3(b) and 3(c), respectively.
A comparison of these predictions, Figure 3(a)-(c), shows the
substantial improvement with the inclusion of the year 2001
database, either as the complete training set or as a part of a
bigger training set. This is clearly due to the presence of many
events in the year 2001 database similar to those in the Novem-
ber 2003 storm. In order to compare the predictability for dif-
ferent segments of the database, the November 2003 event was
separated into smaller segments of 250 min or 50 data points
each. The comparisons of the NMSE for the different segments
are shown in Figure 3(d). It is clear that the NMSE for the data
segments with large values of AL in the 2001 dataset are much
smaller than those of the similar segments in the BBMH data-
set.

The predictions and the NMSE for the storm of April 2002,
a weaker storm compared to the November 2003 storm, are
shown in Figure 4(a)-(c). The predictions are found to be al-
most the same when the three databases, viz. BBMH, year
2001, and the two combined, are used as the training sets. Also
the NMSE values for 250 min intervals are shown in Figure 4
(d), and that NMSE have similar values in most of the seg-
ments.

In the case of the April 2002 storm, all the NMSE values
obtained using different databases are similar, indicating that
the BBMH and the 2001 databases yield similar predictions.
However the 2001 database is a better choice for the October-
November 2003 storms, as the comparisons in Figures 3 and 4
indicate. The remaining quieter periods of the October-Novem-
ber 2003 and the whole of April 2002 storms can be predicted
very well using both the BBMH and Year 2001 databases as
the training sets.

The analysis of the storms with different intensities and us-
ing different databases indicates that the geomagnetic response
during the solar minimum and solar maximum periods have
similar predictability. The 2001 and BBMH databases can thus
be considered to complement each other. The combination of
these two databases under different solar activities provides a
comprehensive database for improved modeling and prediction
of magnetospheric activity under a wide range of solar wind
conditions.
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Fig. 3. The weighted mean field predictions on November 2003
storm using the BBMH, Year 2001 and combined databases. The
solid line is real AL data, dotted line is predicted results. (a)
BBMH database (b) Year 2001 database (c) Combined database
(d) NMSE for 250-minute segments, the solid line represent
BBMH database, dotted line represent Year 2001 database, dashed
line represent combined database.

4.3. Spatial Structure of the High Latitude Magnetic
Perturbations

The latitudinal chain of the magnetometers samples the spa-
tial structure as the Earth rotates. So a full 2D dynamical model,
driven by solar wind, of the spatial structure of the magnetic
perturbations can be constructed. From such a 2D model, with
a proper simultaneous solar wind selection, the localized solar
wind-magnetic perturbation model can be established, and the
prediction of locally region, instead of global indices, can be
estimated.

The ground magnetic perturbations from 26 IMAGE and 13
CANOPUS are used to construct the 2D mapping during the
April 2002 storm time. All of the station measurements are
partitioned in a 2D grid that contains 24 hourly bins in mag-
netic local time and 26 or 13 bins, corresponding to the ground
stations in IMAGE or CANOPUS array. Because of the sim-
ultaneous measurement of each magnetometer with same local
time and different latitude, the high latitude magnetic perturb-
ation can be seen on the average mapping both in magnetic
latitude and local time as:

< H(λ, ξ) >=
1
N

N∑
i=1

H(λ, ti) (8)

for Hx and Hy as shown at Figure 5 and Figure 6. Because
the Hx and Hy are related to the east-west and south-north
components of the current system. The Fig 5(a) and Fig 6(a)
show a clear pattern of the westward and eastward currents
during April 17-21, 2002, corresponding to the negative H x in
the midnight sectors and positive Hy in the noon sectors.

The basic structures of the high latitude magnetic perturb-
ation are shown on these 2D averaged locally measurements.
We are interested in the study this spatial dynamical system by
considering the proper spatially dependent time delay between
the onset solar wind and response of the magnetosphere re-
sponse on different location.

Fig. 4. The weighted mean field predictions on April 2002 storm
using the BBMH, Year 2001 and Combined databases. The solid
line is real AL data, dotted line is predicted results. (a) BBMH
database (b) Year 2001 database (c) Combined database (d)
NMSE for 250-minute segments, solid line represent BBMH
database, dotted line represent Year 2001 database, dashed line
represent combined database.

5. Conclusion

The modeling of magnetospheric response to strong driving
by the solar wind is important not only for a better understand-
ing of the solar wind - magnetosphere coupling and but also
for developing our capability to forecast extreme conditions.
During the last solar maximum there were many intense geo-
space storms and the existing models had limited success in
forecasting these accurately. In order to develop better mod-
els and improve forecasting capability, a correlated database
of the solar wind and the magnetospheric response is compiled
for the year 2001 during the peak of the last solar cycle. In
this database, the solar wind variable is the induced electric
field and the magnetospheric response is the auroral electrojet
index AL. This database is particularly well-suited for model-
ing using the phase space reconstruction techniques. The mean
field approach to the modeling of the global magnetospheric
dynamics [12] [13] is used to develop nonlinear dynamical
models of the magnetospheric response from the year 2001
database. These predictions are then compared with the models
based on the Bargatze [3] database, corresponding to a solar
minimum period (1973 - 1974). The predictions for the big
storms of October and November 2003 and April 2002 yields
improved forecasts, especially for the intense storms.

The mean field approach has the advantage of yielding it-
erative predictions without having to fix model parameters, in
particular the number of nearest neighbors NN and the dimen-
sion of the embedding space m [12] [13]. However during in-
tense storms the number of similar events is usually small and
this limits the ability to predict big events. In order to improve
the predictability in such situations the mean field approach is
modified by assigning weights to each of the nearest neigh-
bors. These weights are inversely proportional to the square of
the distance and leads to improvements in the predictions. The
forecasting capability of the model is quantified in terms of
a normalized mean square error (NMSE) computed from the
predicted and actual AL values.

The two dimensional high latitude magnetic field perturb-

c©2006 ICS-8 Canada



36 Int. Conf. Substorms-8, 2006

Fig. 5. The average value of Hx and Hy components measured
by IMAGE in both magnetic latitude and local time over April
17-21, 2002.

Fig. 6. The average value of Hx and Hy components measured
by CANOPUS in both magnetic latitude and local time over April
17-21, 2002.

ations show the current structure of the magnetosphere. The
solar wind driven model for these spatial variations can be
derived from measurements of ground magnetometer chains
after consider the proper time delay between the solar wind
onset and proper magnetosphere response locations. With this
model, we can study the spatial evolution of the current system
as observed by multiple ground stations, and use it as a space
weather forecasting tool.
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Interpretation of automated forward modeling
parameters for sawtooth events and substorms

M. Connors, R. L. McPherron, and C. R. Clauer

Abstract: Automated Forward Modeling (AFM) is an inversion technique based on magnetic data alone, which can
indicate physical parameters associated with electrojets. From perturbations along a meridian, the total electric current
crossing the meridian may be determined, as well as the latitudes between which it flowed. The technique is based on
nonlinear optimization of the parameters of a forward model. It is possible to compare model output to the original
input to ensure that the routine has functioned well and that output parameters are reliable and presumably have physical
meaning. Characteristic behaviors of substorms are readily seen in modeling output: the current strengthens rapidly and
considerably at an expansive phase onset, following a growth phase during which the electrojet borders move equatorward,
usually with some strengthening of current. At onset the poleward border is often seen to move poleward rapidly.
Poleward border activity may be noted then and also at other times. After an onset, the recovery phase is often marked by
a retreat of the equatorward border, indicating the well-known shrinkage of the auroral oval then. These complete cycles
of activity are absent in sawtooth events. Our output parameters can be diagnostic of onsets and useful in determining
their location and role in sawtooth events. These have many of the characteristics of expansive phase onsets, but maximum
poleward expansion of the poleward border is followed by equatorward movement reminiscent of a growth phase. Since
this is correlated with the interplanetary magnetic field remaining southward, the difference from common expansive phase
phenomenology may simply be the lack of a recovery phase.

Key words: Sawtooth Events, Substorms, Inversion Techniques.

1. Introduction

The complete cycles of growth phase, expansive phase, and
recovery typical of substorms are absent in sawtooth events.
They show many of the characteristics of growth and expans-
ive phases, but maximum poleward expansion of the poleward
border is often immediately followed by equatorward move-
ment reminiscent of a growth phase. We do not directly con-
sider interplanetary magnetic field in this work, but it has been
noted that sawtooth behavior is often correlated with a per-
sistent IMF southward condition. The difference between saw-
tooth behavior and common expansive phase phenomenology
may simply be the lack of a recovery phase due to continued
forcing. Our work in modeling sawtooth events suggests many
similarities to substorms. The most notable difference is that
the currents across the active meridian (usually near midnight)
are rather intense compared to those of typical substorms.

2. Automated Forward Modeling (AFM)

Interpretation of ground magnetic data is difficult, even if
the data come from the same magnetic meridian. Examples of
magnetic data from many locations are common in the liter-
ature, or one may examine the solid lines in Fig. 5 or Fig. 7.
In those figures the X (northward) and Z (downward) com-
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Fig. 1. By varying the current (large horizontal arrow) and
latitudinal boundaries (small vertical arrows) an optimal match of
model results and data can be made and these physical parameters
determined. Field-aligned currents may be included (as shown at
ends of ionospheric current flow region).

ponents of the magnetic field are shown from the six stations
on the Canadian Churchill meridian most relevant to study-
ing auroral zone currents. Automated Forward Modeling pro-
poses a forward model of current systems which could give
rise to the magnetic perturbations observed. The parameters in
that model are varied in such a way that the deviation between
the observed magnetic fields and those predicted by the model
are reduced. In the ideal case, the parameters can be chosen
to correspond to simple physical parameters associated with
the current system. A forward model can be made using the
Biot-Savart law in combination with Earth induction, by spe-
cifying where currents flow in space and the ionosphere [6]
[7]. Adjustment of the parameters specifying the current sys-
tem can be done until the match to the input data is optimal. In
principle, arbitrarily complex current systems may described
in three dimensions in near-Earth space and their parameters
determined. In practice, available magnetic data is sparse and
well-determined solutions can be difficult to obtain.

The optimum situation can be found when data from me-
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Fig. 2. Growth phase and onset of a substorm on June 3 1997.
Upper panel shows the electrojet north and south boundaries as it
traversed the Churchill meridian. Bottom panel shows total current
across the meridian. The growth phase is clear. Subsequent
substorm onset is somewhat unusual in being well poleward of
the region of growth phase currents. However in general this
event is illustrative of the strength of a typical substorm.

ridian chains is available, since in many cases a simple model
involving an electrojet flowing across the meridian chain is
physically realistic, and in this case there is a good ratio of data
available to parameters to be determined. From meridian chain
data a forward modeling procedure can give the current across
the meridian and the latitudes between which it flowed. In this
way the many data points specifying the magnetic perturba-
tions along a meridian can be reduced to three simple para-
meters, which have an easily understood physical significance.
For efficient processing of large amounts of magnetic data, the
matching process can be automated. In the Automated Forward
Modeling (AFM) procedure this is done using the Levenberg-
Marquardt algorithm [9]. A schematic of the variables involved
and the way in which they are varied is shown in Fig. 1. De-
tailed descriptions of the AFM procedure are given elsewhere
[4] [5].

3. Substorms

AFM has been applied on the CANOPUS Churchill me-
ridian (336◦ mag.; station latitudes shown on graph) to invert
the whole year of 1997. We do not show the input data, but
output initially chosen as to show growth, expansion, and some
dedegree of recovery is shown in Fig. 2. This event from June
3 1997 does show some atypical features deserving followup,

but a strong growth phase is visible from 5.3 UT to 6.0 UT
(between vertical bars). The onset at 6.0 is mainly marked by a
poleward leap of the current, which subsequently strengthens
over about one half hour to 1 MA. This is at the upper end
of what is typical of a substorm: currents usually are below
1 MA, and the latitudinal range expands rapidly to over 10 ◦,
with rapid poleward motion of the poleward border just after
onset. The overal time scale for substorm-associated enhanced
currents is of order one hour.

Extended Churchill Line October 29 2003
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Fig. 3. Superstorm activity on October 29 2003. Upper panel
shows the electrojet north and south boundaries as it traversed the
extended Churchill meridian. Bottom panel shows total current
across the meridian.

4. Superstorm Onset

The ”Hallowe’en storm” of October 2003 featured currents
on Oct 29, 2003, which can be regarded as being at the upper
limit of those associated with substorm activity. The electrojets
extended to rather low latitude, so that data had to be used from
an extended Churchill line featuring Cambridge MN (X only),
Boulder, and Tucson. Accurate modeling down to 40 ◦ mag-
netic latitude was done as shown in Fig. 3. A recognizable
growth phase took place starting at about 5 UT. This is seen
through the steady equatorward motion of the electrojet bound-
aries (upper panel) by about 3 degrees until about 6:15 UT. At
that time, following a possible large impulsive current, the cur-
rent rose steadily and the electrojet poleward border moved
rapidly poleward. By 7 UT, the electrojet was about 15◦ wide
with nearly 6 MA of current. Other aspects of the onset are
like those of substorms, so this may be regarded as a very large
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substorm onset. This large current may be used for comparison
with that during sawtooth events.

Churchill Line October 04 2000
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Fig. 4. Sawtooth event of October 4 2000. Upper panel shows
the electrojet north and south boundaries as it traversed the
Churchill meridian. Bottom panel shows total current across
the meridian.Vertical lines are onset times deduced from Pi 2
pulsations.

5. Sawtooth Events

The typical signature of sawtooth events as seen in ground
magnetic signatures is recurrent X bays initiated rapidly, like
substorms.

5.1. October 4, 2000 Sawtooth Event
Fig. 5 shows sawtooth bays as the lower trace in each panel

for the sawtooth event of October 4, 2000. The bays are present
in various sizes at the different stations in this data from the
Churchill meridian. Although the sawtooth nature is evident,
examination of the data does not make it very clear what actu-
ally took place in terms of physical parameters. From satellite
observations of energetic particle injections or ground obser-
vations of Pi 2 pulsations, onset times were determined for this
event. Those times are indicated by vertical lines. Fig. 4 shows
the results of AFM inversion of the data presented in Fig. 5.
At times between 3 and 16 UT the scatter in the inversion res-
ults is minimal and they can be considered reliable. The on-
set times determined by other methods are again indicated; at
these times the current strengthens rapidly and the poleward
border moves rapidly poleward, features typical of substorm
onset. Preceding each such onset during the period of reliable

Churchill Line Oct 4 2000
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Fig. 5. Sawtooth event of October 4 2000. Comparison of
observed (solid) and model, with X black and Z gray (X
generally the lower trace, Z generally upper). Vertical lines are
onset times deduced from Pi 2 pulsations.

inversion, there is a growth phase with steady equatorward mo-
tion of the electrojet borders. Rise times for current are similar
to those for substorms, and the repetition period is usually sim-
ilar to that for the rise and decline of substorm total current.
However, the total current across a meridian is generally larger
for sawtooth events than for substorms, in this case up to 2.5
MA. It may be noted that even during the growth phase ana-
logs, currents were at levels of approximately 0.5 MA, that is,
stronger than in many typical substorm expansive phases.

Further examination of Fig. 5 shows the degree to which the
AFM modeling has succeeded in representing the data from the
six magnetic stations by three simple parameters. The X (gen-
erally lower) component data is shown by a solid line, while
the X resulting from the model is shown by discrete points. At
times from 0 UT to 18 UT the two agree very well. Some care
has to be taken in interpreting this agreement when the per-
turbations are near zero. At such times the geometric paramet-
ers may not be well determined simply since there is basically
no current upon which to base an inversion. Generally, as in-
dicated above, when this happens there will be large scatter in
the electrojet border parameters. However, between 3 and 16
UT both the match to X data and the lack of scatter suggest
an excellent model fit. The Z component is also plotted (gener-
ally the upper trace). Here the fit is generally very good but not
quite as excellent as that for X. This is attributed to the more
rapid variation in Z when a station is near a current source in
the ionosphere. Z can reflect structure in the electrojet which
is not present in the simple model and thus is harder to match
than is X.
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5.2. February 18, 1999 Sawtooth Event
Much as with the previous pair of figures, Fig. 6 and Fig. 7

present modeling results and comparison to data, in this case
for the sawtooth event of February 18, 1999. This event was
recently discussed in detail using magnetic and other sources
of data [3] [8]. Once more it is generally clear when the res-
ults were valid, and the match to data was good for a large
part of the UT day and of the event. The substorm-like pattern
of expansive phase current intensification and poleward mo-
tion of the poleward border is clear, and in most cases a clear
growth phase is seen. Expansive phase analog currents of up
to about 3.5 MA were present, and the growth phase portions
had currents averaging 1 MA, stronger than those of most sub-
storm expansive phases. Once more the comparison of data and
model output is very good, suggesting that the physical para-
meters derived are realistic.

Churchill Line February 18 1999
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Fig. 6. Sawtooth event of February 18, 1999. Upper panel shows
the electrojet north and south boundaries as it traversed the
Churchill meridian. Bottom panel shows total current across
the meridian.Vertical lines are onset times deduced from Pi 2
pulsations.

5.3. November 8, 2004: Sawtooth Event with Optical
Data

Ground optical data was not available for the events de-
scribed above. For an event on November 8, 2004, however,
two meridian scanning photometers in the Churchill meridian
were operative under clear skies. These instruments are located
at the southern end of the chain at Pinawa and near the middle
of the auroral zone at Gillam. The instrument further north at
Rankin Inlet was not returning data on this date. The relative
locations of these stations may be seen in the right hand part

Churchill Line Feb 18 1999
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Fig. 7. Sawtooth event of February 18, 1999. Comparison
of observed (solid) and model, with X black and Z gray (X
generally the lower trace, Z generally upper). Vertical lines are
onset times deduced from Pi 2 pulsations.

of Fig. 2, and their dipole magnetic coordinates read from the
latitude scale. The meridian scan data from Pinawa and Gil-
lam may be stacked timewise (each scan lasts 2 minutes) and
placed one station above the other to cover approximately 1000
km along the meridian. Such keogram data is shown in Fig.
8 for comparison with magnetic inversion results. The latter
must be regarded as preliminary since only Canadian data was
used. Since the electrojets clearly extended rather far south,
well beyond the 60◦ dipole magnetic latitude of Pinawa, there
was no good constraint at the southern border. In this sense
the predominance of low latitude activity suggested by Fig.
8 is deceptive: so much so that one of the optical plots has
been used to cover some of the inversion results for latitud-
inal borders since they are not highly significant. Nevertheless,
the total currents shown correlate very well with the optical in-
tensifications. Between 5 and 6 UT, the electrojet had extended
very far north and this is borne out by the optical data. At this
time the indication of 6 MA across the meridian is likely quite
accurate. At other times, the overestimation of the electrojet
width leads to an overestimation of the current. However, the
maximal current in this event approaches very closely that of
the Hallowe’en superstorm. In both cases part of the reason for
the large total current was the width of the electojet, allowing
current to be carried over approximately a 20 ◦ band of latit-
ude. This is supported in this sawtooth example by the optical
data showing bright aurora extending past the horizons of both
meridian scanning photometers.
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6. Conclusions

Very wide electrojets and large currents are a consistent fea-
ture of the sawtooth events studied, as indicated by modeling
giving good agreement with station data across the Churchill
meridian, and in the last case supported by optical data. In-
dependent studies of related parameters have recently shown
that the degree of dipolarization observed at geosynchronous
orbit is larger for sawtooth events than for substorms in a stat-
istically signficant way [1]. Further, cross polar cap potential
is larger [2]. These results are also consistent with our finding
of very large currents across the modeling meridian. Our stud-
ies use local magnetic perturbations in the auroral zone (ex-
tended equatorward as needed and possible) and largely cor-
respond to the effects of Hall currents in the local ionosphere.
Studies including low-latitude perturbations conclude that the
three-dimensional current system in a sawtooth event is likely
similar to the of the three-dimensional substorm current wedge
(SCW) usually associated with substorm onsets [8] but with a
larger longitudinal extent than is typical of such onsets [8] [3].
We note that AFM can be used in to model SCW systems in a
natural way, and could in principle answer some of the ques-
tions about the low-latitude perturbations, such as unusual D/H
perturbation ratios, which arose from these recent studies.
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Forced current sheets in a flapping magnetotail

C. M. Cully, R. E. Ergun, E. Lucek, A. Eriksson, D. N. Baker, and C. Mouikis

Abstract: In the late growth phase, a thin current sheet often forms in the magnetotail, with a scale size comparable to
the thermal ion gyroradius. This thin current sheet is typically embedded within a much thicker plasma sheet, and often
precedes substorm onset. In that sense, it is the initial condition for reconnection or current disruption. A number of
models have been developed to explain the equilibrium kinetic solution of such a current sheet. One popular model is the
forced current sheet. In this one-dimensional solution, the current is supported by the pressure anisotropy seen in a rapidly
translating deHoffmann-Teller frame. In this paper, we search for forced current sheets in the Cluster data from 2001 (at
∼19 RE apogee). First, we develop a forced current sheet model using typical parameters for the magnetotail, including
flapping motion. Using this model, we identify the observational characteristics of forced current sheets, concentrating
on the DC electric field. We then search for these features in the Cluster data from 2001. Despite searching through
more than 100 encounters with stable current sheets, we were unable to find a suitable example. We conclude that the
relative velocity between the satellites and the deHoffmann-Teller frame is low, except in extremely dynamic situations.
Consequently, forced current sheet models with anisotropy supplied by the deHoffmann-Teller translation are not widely
applicable to the stable magnetotail at ∼19 RE .

Key words: Substorms, magnetotail structure, forced current sheets.

1. Introduction

In the past decades, increasingly sophisticated kinetic simu-
lations have been brought to bear on the fundamental processes
driving substorms. The impact of these codes has been substan-
tial; for example, the “GEM reconnection challenge” [2] has
shaped the way many authors view reconnection. Nonetheless,
the utility of these simulations depends on finding the correct
initial and boundary conditions.

Some simulations are relatively insensitive to the initial con-
ditions. For example, the GEM challenge imposes a rather ex-
treme perturbation at the boundary, which forces the reconnec-
tion to develop in a manner relatively insensitive to the initial
conditions. The reasoning is that these simulations focus on the
basic plasma physics, and the development from initial condi-
tions is not of interest.

The magnetosphere probably doesn’t supply such radical
boundary conditions, and the processes that occur within are
thus more influenced by initial conditions. Several authors have
noted that the magnetotail exhibits hysteresis [15,26], which is
a dramatic example of sensitivity to initial conditions. We feel
that it is important to understand the stable equilibrium of the
magnetotail.

Most simulations use a Harris model [10] for the initial con-
dition. While simple and attractive, the Harris model is one
dimensional and does not include the observed normal com-
ponent of the magnetic field (Bz). Some authors simply add a
constant normal component to construct a field geometry more
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consistent with observations. However, the magnetic tension
force in the resulting configuration is unbalanced, resulting in
a non-equilibrium state.

More complicated equilibrium solutions do exist. One ma-
jor class of equilibrium solutions assumes an isotropic distri-
bution, and allows the plasma parameters to vary across field
lines [13, 18, 21, 22]. In this paper, we will not focus on these
2-dimensional models.

A second major class of solutions assumes anisotropic dis-
tributions (P|| > P⊥) at the model boundaries [6–8,12,25,28].
Known as forced current sheet models, this class of solutions
is entirely one-dimensional. In this paper, we try to better un-
derstand the applicability of forced current sheets at Cluster
apogee (∼19 RE).

Our first task is to extend some of the numerical simulations
of forced current sheets [6]. One of the key discoveries of the
Cluster mission is extensive spatial structure in the ±y direc-
tion, often seen as even-parity (kink-type) oscillations [20,23].
Indeed, since this flapping is what usually causes the satellites
to pass through the current sheet, the vast majority of observa-
tions occur during intervals of flapping. Consequently, the par-
ticular extension we are interested in is this: what happens to a
forced current sheet if wave structure develops in the current-
carrying (±y) direction?

After developing the model, we are in a position to assess
how much forcing is required to drive these models in realistic
circumstances (i.e. how large of an electric field). We then use
this knowledge to search for an example of a forced current
sheet in the Cluster data from 2001.

The first section of this paper is a review of the basics of
forced current sheet models. The second section extends the
models to situations with kink-type structure in the y direction,
and quantifies how much forcing is required. After a brief com-
parison of the required forcing to previously-published average
conditions, we then describe a search for these conditions using
Cluster data from 2001. The results of the search are negative:
we were unable to find an example of a forced current sheet.
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2. Forced Current Sheets

Forced current sheets are sheet configurations in which the
magnetic field is supported by an anisotropic plasma pressure.
There is an extensive literature that discusses these models,
from early work in the 1970’s [12,19] to recent work published
in the past few months [31].

Consider a current sheet in the ŷ direction, with the sheet
normal to ẑ, as sketched in Figure 1. The resulting magnetic
field reverses sign at z = 0, and there is an additional con-
stant normal component Bz (assumed positive). The sheet is
connected at large values of z (both positive and negative) to
a reservoir of particles. Because of the normal component B z ,
particles may flow along the field lines and interact with the
sheet, either crossing it to flow into the reservoir on the other
side, or reflecting back to the initial reservoir.

Fig. 1. Magnetic field configuration and coordinate system. ŷ is
out of the page.

The essential idea for a forced current sheet is that particles
in the reservoirs have a larger parallel pressure than perpendic-
ular pressure. Their parallel velocities are initially to the right
in Figure 1, and are bent back to the left by their interaction
with the sheet. They consequently exert a reaction force on the
sheet in the negative x̂ direction. Equilibrium is achieved when
this force exactly balances the magnetic tension force.

The pressure anisotropy in the reservoir is generally assumed
to arise from one of two conditions. Either the parallel temper-
ature is larger than the perpendicular temperature, or the dis-
tribution flows along the field line with some parallel velocity.
A combination of these two conditions is also possible. Early
formulations tended to focus on the first possibility, while more
recent works [6, 25, 28] focus on the second possibility: large
parallel flow. The term “forced current sheet” was coined by
Burkhart et al., and applies principally to this second condi-
tion [6].

Parallel flow might at first seem to be an unlikely candid-
ate to support a quiet-time current sheet, since satellite obser-
vations seldom show the near-Alfvénic flows required. How-
ever, the relevant frame in which to assess the pressures is the
deHoffmann-Teller frame. If the normal magnetic field B z is
small, then a small convection field Ey can cause the deHoff-
mann-Teller frame to translate very rapidly in the x̂ direction.
For example, a convection electric field Ey=1 mV/m combined
with a constant normal field Bz=2 nT creates a deHoffmann-
Teller frame moving at 500 km/s. Near the particle reservoirs
at the edges, this motion is very nearly parallel to �B.

The maximum current that can be generated from an aniso-
tropic distribution is given by the marginal firehose criterion
[12, 19]:

B2

µ0
= P|| − P⊥ (1)

where both the magnetic field B and the pressures P || and P⊥
are taken at the boundary, far from the sheet. The pressures
are functions of both the conditions at the reservoir (which de-
termines the incoming half of the distribution function) and the
current sheet itself (which determines the outgoing half).

In the case where the excess parallel pressure is supplied by
a parallel drift VD at the boundary, and in the limit of zero pitch
angle scattering by the sheet, the marginal firehose condition
reduces simply to VD = VA, the Alfvén speed far from the
sheet. In the other limit, that of perfect isotropization by the
sheet, a larger speed is required: VD =

√
3VA [6].

The drift speed VD is related to the deHoffmann-Teller speed
VHT by the relation VD = VHT cos(θ), where θ is the (small)
inclination angle of the asymptotic field θ = tan−1(Bz/Bx)
with Bx and Bz evaluated at the boundary. The drift is strictly
parallel to �B in the deHoffmann-Teller frame, as required by
the condition that the electric field vanish.

The marginal firehose condition is, however, only an upper
bound on the possible current. Numerical simulation [6] has
shown that this maximum current is attained for sufficiently
thin sheets. “Sufficiently thin” in this case can be assessed us-
ing the parameter

κ =

√
Rmin

ρmax
(2)

where Rmin is the minimum radius of curvature of the field line
and ρmax is the maximum Larmor radius of a thermal-energy
ion [4]. In order to reach the marginal firehose limit, κ must be
less than about 0.2 [6]. In this regime, the sheet is sufficiently
thin that the ions execute Speiser-type orbits [29].

For values of κ between roughly 0.2 and 0.7, a forced current
sheet still develops, but with a smaller magnetic field (closer to
the lower limit VD =

√
3VA). No solutions have been found

for values of κ above 0.7. This condition marks the onset of
deterministic chaos in the particle trajectories [4]. It has been
proposed [6] that no equilibrium solution exists in this chaotic
range κ ≈ 1, and that a sheet that approaches this condition
may suffer a catastrophic loss of equilibrium.

Assuming a small value of κ (� 0.2), the quasi-adiabatic
invariant

Iz =
1
2π

∮
mvzdz (3)

is approximately conserved [24]. An elegant analytical model
[25] can be created by explicitly conserving this quantity. This
extends the applicability of the forced current sheet models
into the regime VD � VT (with VT the thermal velocity). This
regime is difficult to access with numerical studies due to poor
signal-to-noise ratio. With the assumption κ � 1, the mar-
ginal firehose condition gives the appropriate field magnitude
(not just an upper bound).
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3. Numerical Investigation

The numerical model we chose is an iterative self-consistent
method fundamentally similar to the one used by Burkhart et
al. [5, 6]. The method treats the full motion of the ions, but
treats the electrons as a charge-neutralizingfluid using a simple
Boltzmann approximation. Ions are initially traced through trial
electric and magnetic fields, with the resulting velocity and
density moments calculated on a grid. New fields are then com-
puted using these moments, and the particles are traced through
these new fields. This process is repeated until the fields con-
verge from one iteration to the next (or diverge – see below).

The simulation box in our study is a 256 by 256 element
rectangular domain in the y-z plane. We initialize ions at the
top and bottom edges of the domain according to a drifting
Maxwellian distribution. The drift is parallel to the magnetic
field, as required in the deHoffmann-Teller frame. Particles are
then traced in three dimensions through the simulation box us-
ing the non-relativistic Lorentz force equation. We use a fourth-
order adaptive-stepsize Runge-Kutta integrator, and 20000 to
100000 particles per iteration.

The magnetic field on the first iteration is given by an initial
guess as a hyperbolic tangent with an asymptotic field strength
given by the marginal firehose condition and a constant normal
component Bz0. On subsequent iterations, we find the mag-
netic field by

�B = ∇× �A + Bz0ẑ (4)

∇2 �A = −µ0n(y, z)�v(y, z) (5)

(6)

where Bz0 is a constant and all other symbols have their usual
meanings. Velocities and densities are computed directly from
the particle distributions at each grid point. Velocities in the x
direction are small, and we do not include them in the calcula-
tion of the magnetic field.

The electric field is initially set to zero. On subsequent iter-
ations, we calculate it by

�E = −∇φ + �Eexternal (7)
eφ(y, z)

kTe
= ln

(
n(y, z)

n0

)
(8)

(9)

where Te is the electron temperature and n0 is the average
density at the top boundary. The results are relatively inde-
pendent of the electron temperature, as noted previously [6].

Convergence for this method typically takes only a few iter-
ations. It indicates the existence of a time-stationary solution,
but does not guarantee stability. Some of the distribution func-
tions encountered both in this work and in the other forced
current sheet literature are clearly unstable to a variety of in-
stabilities. Assessing this is, however, outside the scope of this
article.

Divergence typically occurs for one of two reasons. First,
when the drift speed is small relative to the thermal speed
(VD � VT ), numerical noise becomes a problem. This can be
remedied by simply adding more particles, and has no physical

relevance. Second, the method diverges when the κ parameter
(equation 2) is larger than ∼0.7. As discussed above, it seems
likely that no stationary solution can exist in this chaotic range,
in which case the method diverges for physically meaningful
reasons [6].

We report here on two simulation runs. In the first run, we
used a flat sheet with no electric field Ey , a normal compon-
ent of the magnetic field Bz0 = 2 nT and a density n0 of 0.3
cm−3. The thermal speed of the incoming distribution was 600
km/s (i.e. 1.9 keV), and we varied the (parallel) drift speed up
to 2000 km/s. The asymptotic magnetic field far from the res-
ulting current sheet is shown as the filled circles in Figure 2.

Fig. 2. Maximum magnetic field as a function of drift velocity
VD, for a flat sheet and a sheet with a kink-type wave. Equivalent
electric fields in the 2 nT normal magnetic field are shown on the
upper abscissa.

Setting the electric field to zero puts the simulations in the
deHoffmann-Teller frame. An equivalent simulation was also
performed in the drifting frame, with the drift velocity set to
zero and the external electric field varied. The results of the
two techniques are consistent.

At larger values of the drift velocity VD, the magnetic field
asymptotes to the marginal firehose limit. However, at more
realistic values of VD, the finite temperatures of both the ions
and the electrons (Te=400 eV) cause the sheet to thicken. The
wider sheet increases the value of κ enough that increased
pitch angle scattering occurs, and the magnetic field is closer to
the strong-scattering limit of 1/

√
3 times the marginal firehose

limit.
The second set of simulations used the same parameters, ex-

cept that we introduced an even parity (kink-type) wave struc-
ture into the sheet. The waves were supported by an electric
field

Ey = −ωaBx cos(ky) (10)

with ω, a and k the wave frequency, amplitude and wavenum-
ber respectively. This is the induced electric field

∇× �E = −∂B

∂t
(11)

caused by a changing magnetic field
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Bx(y, z, t) = Bx(z′) (12)

z′ = a sin(ky − ωt) (13)

in the rest frame. The introduced wave had a period of 60
seconds, an amplitude of 500 km and a wavelength of 7500 km.
We implicitly assume here that a stable, non-growing kink-type
mode exists. While observationally reasonable (see section 5),
we cannot verify this stability with the current model.

This induced field is not curl-free, and cannot be transformed
away. That is, no deHoffmann-Teller frame exists under these
conditions. This isn’t a problem in the simulations, since the
physics is independent of the frame, and the simulation frame
can be switched easily. However, since the method is time-
independent, there is one restriction on the frame: it must be
co-moving in ŷ with the wave. In the frame moving at �c frame =
(ω/k)ŷ, an additional electric field �E′ = �cframe × �B arises
from the Galilean transformation. Since the solution in this co-
moving frame is time-independent, the numerical method is
applicable without the need to extend to the time domain.

The numerical technique converges for roughly the same
range of parameters as the flat sheet. Although the familiar
caveats apply regarding the stability of the solution, this means
that we have found an equilibrium solution with a kink-type
wave present. Figure 3 is a pair of contour plots of the con-
verged solution for VD=2000 km/s. Shown are the density and
velocity. The sheet is roughly 700 km across, with a strong
density peak near the centre. Lower drift speeds result in a
broader sheet (up to twice as thick) with a less-pronounced
density maximum. The velocity enhancement is somewhat wid-
er than the density enhancement. The direction of the velocity
vectors closely follows the kink motion.

The asymptotic magnetic field for this simulation run is plot-
ted using open squares in Figure 2. For the same drift speed, the
structured current sheet does not support as much current. The
reason for this behaviour seems to be that the kinked sheet ran-
domizes the trajectories more than the flat sheet. This widens
out the sheet (by about a factor of 2) and reduces the total cur-
rent.

The goal of these numerical studies is to estimate the min-
imum electric field required to support a forced current sheet
under realistic conditions. Referring to Figure 2, it’s clear that
for a typical 25 nT asymptotic field, the electric field must be
at least 2 mV/m in a sheet with a density of 0.3 cm−3.

4. Comparison to published averages

In the satellite frame, the anisotropy required for a forced
current sheet could manifest itself in three different ways. A
large anisotropy in the ion distribution is one fairly obvious
signature. Observationally, however, the required anisotropies
are rarely observed [17, 22]. Typical observed anisotropies in
the current sheet are substantially less than 10% [14]. Assum-
ing a typical pressure of 0.2 nPa at 20 RE [14], a 10% aniso-
tropy results in a maximum field strength of only 5 nT (using
the marginal firehose condition). While certainly possible in
extremely dense sheets, or under conditions of unusually large
anisotropy, it seems unlikely that the temperature anisotropy
could frequently support forced current sheets.

Fig. 3. Density (left) and speed (right) for a forced current
sheet with a kink-type wave. Selected velocity vectors have been
plotted in the right hand panel.

Fig. 4. Cluster magnetic and electric field data from 2001
October 11. Colour coding is black, red, green, magenta for
Cluster satellites 1 through 4 respectively (see panel 3).

A second possibility is that the anisotropy could manifest
itself as a bulk flow in the spacecraft frame. With typical bulk
flows less than 50 km/s [14], this translates to no more than a
few nT.

The final possibility is that the deHoffmann-Teller frame is
translating rapidly with respect to the spacecraft frame. Typical
electric fields are roughly 0.2 mV/m [30], which when coupled
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with a normal magnetic field of some 2 nT results in a 100 km/s
drift. Again using typical parameters, this yields only a ±5 nT
asymptotic magnetic field.

From the statistical observations, it seems fair to conclude
that the average magnetotail is not described by a forced cur-
rent sheet model. On the other hand, thin current sheets are not
“statistically average” events. Indeed, large anisotropies have
occasionally been observed prior to substorm onset [16]. Con-
sequently, we decided to re-examine the observations to search
for forced current sheets.

5. Case study

Figure 4 shows Cluster observations of a stable current sheet
encounter on October 11th 2001, immediately prior to a sub-
storm. The top three panels display the magnetic field from the
FGM fluxgate magnetometer [1] in a coordinate system chosen
to match the simulation coordinates. The current sheet normal
ẑ was found at each data point as the gradient [11] in the mag-
netic field strength. The coordinate system for Figure 4 uses
the average ẑ direction, and x̂ was found by rotating about this
axis to maximize the field in x and minimize the field in y.

Between 0310 UT and 0320 UT, there are strong waves that
rotate the sheet normal ẑ by roughly 60 degrees. The mode is
largely even parity (kink-type), as evidenced by the fact that
the oscillations at C3 remain in phase even when Bx is negat-
ive (i.e. the satellite is on the opposite side of the sheet). Tim-
ing analysis on the oscillations gives a phase velocity of ∼120
km/s in the ŷ direction. With the 60 second period, this gives a
wavelength of 7200 km. Using this wavelength, the 60 degree
rotation of ẑ implies an amplitude of 500 km.

The amplitude can be independently verified by noting the
satellite separation in z. Cluster 3 is lowest in z, followed by
C4, then C2, and C1 is highest. The relative z separations are
893 km, 1061 km and 1986 km respectively. Since the top of
the C3 trace barely overlaps with the C2 and C4 traces, which
in turn barely overlap with the C1 trace, the amplitude must
be roughly half the separation distance, or ∼500 km. The em-
bedded sheet thickness can also be estimated in this manner as
something like 2500 km.

At 0325 UT, the current sheet begins to rapidly break up. On
the ground, there is evidence of a pseudobreakup at this time;
the main substorm follows after that. For this study, however,
we’re interested more in the interval before this happens.

The bottom two panels show the electric field from the Cluster
EFW double-probe electric field instrument [9] in the same ro-
tated coordinate system. Cluster EFW only measures in two
dimensions: roughly x̂ and ŷ. To project to this system, we
have assumed zero electric field along the unmeasured axis.
An offset has also been subtracted from the sunward direction
(∼ x̂).

As a check on the assumption that the unmeasured compon-
ent is roughly zero, we tried determining it using the constraint
�E · �B = 0. This yielded similar results, except when �B was
near the spin plane (in which case this second method has a
well known divide-by-zero failure).

There is a clear oscillation in Ey . It has the same period as
the magnetic kink-mode oscillations, but is 90 degrees out of
phase. Applying equation 10, the induced electric field in the
y direction should be ∼ 0.2 mV/m for kink-mode oscillations

with the characteristics found above, and should be 90 degrees
out of phase. Consequently, we interpret these oscillations as
resulting from the same even-parity perturbation to the sheet.

In summary, kink-type waves are clearly seen, and the elec-
tric field measurements resolve the ∼ 0.2 mV/m fields from
this motion. What is notably lacking, however, is any evidence
of a strong DC electric field. The field is much less than the > 2
mV/m that would be required for this to be a forced current
sheet. There is also little anisotropy in the particle measure-
ments (not shown). This is clearly not an example of a forced
current sheet.

6. Event search

We tried to find an example of a stable forced current sheet
driven by DC electric fields in the 2001 Cluster data. Based on
the results shown in Figure 2, the required electric field is

Ey � (2mV/m)

√
0.3cm−3

n

(
Bz

2nT

)
. (14)

In order to include as many events as possible, we looked for
stable sheets that had Ey greater than half this value. Despite
looking at more than 100 stable current sheets, no events were
found.

There were certainly intervals in the Cluster data when Ey

exceeded this threshold. However, these were invariably in ex-
tremely dynamic, unstable current sheets. The portion of the
event shown in Figure 4 after 0325 UT is an example.

7. Conclusions

We used an iterative self-consistent method to find a station-
ary solution for a forced current sheet with a kink-type wave.
This is the first report of this type of solution. The solution
is similar in many ways to the solution for a flat forced cur-
rent sheet, except that the sheet is considerably thicker. This
thicker sheet translates into a reduced efficiency for converting
the pressure anisotropy into an organized current.

We estimated the electric field required to establish a forced
current sheet with equal parallel and perpendicular pressures in
the satellite frame. The result was quite large: at least 2 mV/m
in typical sheets.

We then searched the Cluster data for 2001 for an example of
a stable forced current sheet supported by a DC electric field,
either with or without kink-type structure. Our failure to find
an example means that the relative velocity between the satel-
lite frame and the deHoffmann-Teller frame is low, except in
extremely dynamic situations. We conclude that forced current
sheet models (with anisotropy supplied by the deHoffmann-
Teller translation) are not widely applicable to the stable mag-
netotail at ∼19 RE .

This does not mean that these models are never applicable.
However, it does restrict their domain. First, they could be use-
ful in very dynamic situations with large DC electric fields.
This is an important class of phenomena including reconnec-
tion outflow regions and bursty bulk flows. Second, periods of
unusually large pressure anisotropy do exist. A follow-on study
searching for such events would be worthwhile.
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Nonlinear stability of the near-earth plasma sheet
during substorms

P. Dobias, J. A. Wanliss, and J. C. Samson

Abstract: We analyze a nonlinear stability of the near-Earth plasma sheet via a Grad-Shafranov equilibrium constrained
by CANOPUS data. Using a stability analysis based on comparison of various orders in a Taylor expansion of the
potential energy density, we demonstrate that an occurrence of field line resonances followed by a development of a
Kelvin-Helmholtz instability at about 10 Re causes the near-Earth plasma sheet to become unstable minutes before the
onset.

Key words: Substorms, Kelvin-Helmholtz, Ballooning.

1. Introduction

In the present work we address a nonlinear stability of the
near-Earth plasma sheet during the substorm onset assuming
a presence of the Kelvin-Helmholz (KH) instability. [12] out-
line a possible sequence of events that take place during the
substorm expansion phase. This sequence assumes the initi-
ation of the expansion phase near Earth. While there are other
opinions we believe that the near-Earth initiation provides the
simplest explanation for the observed sequence of events [8].

We use a stability analysis approach suggested by [9], im-
proved further by [4]. This stability method can be summar-
ized as follows. A plasma equilibrium is modeled using the
Grad-Shafranov equation constrained by CANOPUS observa-
tions [4] to ensure that our tested configurations are relevant
for the substorm event being analyzed. We are not modeling
a transition between equilibrium states, rather, we calculate
each configuration as a separate equilibrium based on obser-
vations. In the second step we define plasma plasma perturba-
tion in the form of a displacement connecting Lagrangian and
Eulerian description x̂(x, t) = x + ξ(x, t). All other per-
turbed quantities are expressed in terms of the displacement.
Then this plasma displacement is used to calculate expansion
terms in the potential energy density. Comparison of the terms
yields the stability properties of the system [9]. If the second
order term is dominant, the system is well described by lin-
ear approximation. If the third order is dominant, the system
is explosively unstable [9, 7]. The dominant fourth order term
means that the system is nonlinearly stable [7]. This method
allows us to estimate a possible maximum growth of the in-
stability before it is saturated by nonlinear effects [5].

The above method is then used to analyze the nonlinear sta-
bility of the near-Earth plasma sheet during the February 9,
1995 substorm. We extend previous work of [6] by consid-
ering a possible development of Kelvin-Helmholtz instabilit-
ies due to a strong velocity shear caused by field line reson-
ances [14]. We analyze changes of the stability properties of
the plasma sheet due to the presence of a vortex, and also dis-
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cuss a possible influence of the stability on the further devel-
opment of this vortex. Our stability analysis is based on the
ideal MHD, and it does not include influences of various other
factors such as diffusion, Larmor radius effects, or azimuthal
pressure gradient.

2. Equilibrium Magnetospheric Model

For the stability analysis we use a Grad-Shafranov equilib-
rium in the form [12]

ψ(r, θ) = 2π
M sin2 θ

r

[
1+

1 − α

2

( r

RX

)3

+
α

4

( r

RX

)5]
. (1)

The radius r, polar angle θ, and azimuthal angle φ are spher-
ical coordinates. M is the dipolar moment, and α and RX are
parameters characterizing pressure gradient and position of the
X line. The solution (1) is a reasonable approximation as far as
the position of the x-line, but breaks down at large distances. Its
advantage is that it allows a relatively simple correlation with
experimental observations via adjustment of the two paramet-
ers α and RX using a position of the proton isotropy bound-
ary and the position of the red emissions obtained from CAN-
OPUS ground based observations [16, 17].

We use the distribution of auroral luminosity, from meridian
scanning photometer data, to gain information about the nature
and location of various plasma boundaries in the magnetotail.
As shown previously by [16] and [17] meridian scanning pho-
tometers are excellent tools for investigating precipitation of
charged particles in the auroral ionosphere and can quite easily
be used to constrain magnetospheric magnetic field models.

The idea that we exploit in this paper relies on nonconserva-
tion of the first adiabatic invariant when magnetic field vari-
ations occur on the scale of a particle gyroradius. A meas-
ure of nonconservation is determined by the square root of
the ratio of the magnetic field line radius of curvature to the
particle gyroradius [2]. Theoretical effort by [18] suggests that
the transition between the taillike and dipolelike field configur-
ations occurs where the above ratio equals 3. In addition to the
need for a magnetic field model, one can only find these loca-
tions if the energy of the precipitating particles is known. In the
present work, the energies of the precipitating particles are de-
termined directly from the equilibrium magnetotail model and
are not a free parameter.
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A new constraint is obtained from the model in that one of
the model parameters is directly related to the location of the
last closed magnetic field line. This boundary can also be ob-
tained from ground-based photometer data [1]. They demon-
strated that the poleward border of 630.0 nm optical emissions
is very close to the transition between open and closed field
lines in the dusk-midnight sector. In this present paper we fol-
low the same methodology to determine the ionospheric loca-
tion of the last closed magnetic field line.

Once an event has been selected for analysis, we calculate
the equatorward edge of the 486.1 nm proton aurora, and the
poleward edge of the 630.0 nm electron aurora as described
above. The two free parameters in the magnetic field model
are varied via the Levenburg-Marquardt nonlinear optimiza-
tion method to minimize the sum of the square of the error
between the model boundaries and the boundaries obtained
from the photometer data.

We analyze the stability of the near-Earth plasma sheet dur-
ing the February 9, 1995 event. The substorm onset occurred
approximately at 4:37 UT, with the first weak disturbances ap-
pearing between 4:30 and 4:35 UT [6]. We performed stability
tests for three times around the onset. The first stability test
was performed at 4:30 UT, just before any significant disturb-
ances started occurring. The second test was performed for the
4:35 UT configuration, at the time just prior to onset. The last
test we have performed corresponded to the beginning of the
recovery phase at 4:40 UT. The last test was performed to in-
vestigate changes of energy balance that the onset might have
caused. Plasma pressure and magnetic field calculated in the
equatorial plane are shown in Figures 1 and 2. The pressure
gradient increases and the region of maximum pressure is mov-
ing earthward. The value of plasma β at 10 Re is 14 for the
4:30UT, later it increases to 40 for 4:35 UT, and then drops to
10 for 4:40 UT configuration. The magnetic field lines are be-
ing stretched, this is marked by a drop of magnetic field in the
near-Earth region.
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Fig. 1. Plasma pressure in the equatorial plane for 4:30, 4:35 and
4:40 UT configurations.

3. Plasma Displacement for K-H Instability

To perform the stability analysis we needed to choose is
the specific form of plasma displacement. Here we extend the
work of [6] where the authors assumed the plasma displace-
ment corresponding to field line resonances,and have conclus-
ively shown that approximately 2 minutes prior to onset the
plasma sheet becomes nonlinearly unstable. [14] showed that
a presence of the 180◦-phase shift in the velocity will lead to
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Fig. 2. Magnetic field in the equatorial plane for 4:30, 4:35 and
4:40 UT configurations. Dotted line shows dipolar field for the
reference.

a development of the Kelvin-Helmholtz instability, that can be
further coupled to a ballooning modes. Therefore in this paper
we study the influence of the development of K-H instability
on the overall stability of the near-earth plasma sheet.

We assume azimuthal symmetry for our analysis, and per-
formed the stability analysis around 10 RE, in the region where
FLRs are likely to occur [12]. This location further corresponds
to a possible location of the processes responsible for forming
the breakup arc [13]. The development of the K-H instability
along the azimuthal position of the resonance will have a two
fold effect on the dynamics of the displacement. First, it will
increase the gradient of the plasma displacement due to devel-
opment of a vortex structure. The second effect of the wrapping
is the limitation of the growth of the magnitude of the displace-
ment. If the K-H instability is coupled to a ballooning type in-
stability the growth can continue as the shear flow-ballooning
instability [14].

We use a fluid approximation to model development of the
K-H instability. This is justified by the fact that our analysis
is restricted to the equatorial plane where the magnetic field
is perpendicular to the velocity field and thus there is no wrap-
ping of magnetic field lines present. To model the K-H instabil-
ity into its nonlinear stage we use a semi-analytical approach
first presented by [10]. It is based on approximating the sur-
face of discontinuity by a series of elementary vortices. Figure
3 shows development of the surface of discontinuity including
the direction of velocity vectors. The distance in x and y direc-
tions is normalized in terms of wavelength λ of the instability.
The wrapping of the surface of discontinuity is clearly visible
at the later stages of the development. The magnitude of the
displacement is approximately 0.2λ. The ambient velocity is
scaled as ±1.

Once we calculate temporal development of the K-H vortex,
we are ready to model coupling between FLR’s and the K-H
instability. For simplicity, we can assume that the resonance
introduces the velocity shear ±|uφFLR| along the azimuthal
direction. Since we are dealing with the dynamics close to the
midnight plane, we can approximate the plasma sheet by a box
model, with positive x in the tailward direction and y in the
azimuthal direction. Then the surface of discontinuity is in the
y-direction at the position of resonance, xr. The necessary ra-
dial perturbation is introduced by the resonance itself.

c©2006 ICS-8 Canada



Dobias et al. 51

−0.5  0 0.5  
−0.2

−0.1

0

0.1

0.2

y/λ

x/
λ

−0.5  0 0.5  
−0.2

−0.1

0

0.1

0.2

y/λ

x/
λ

−0.5  0 0.5  
−0.2

−0.1

0

0.1

0.2

y/λ

x/
λ

a)

b)

c)

Fig. 3. Development of the Kelvin-Helmholtz instability in the
equatorial plane.

4. Results of Stability Analysis

We assumed that K-H instability developed as a consequence
to the preexisting FLR around 10 RE. We started with the mag-
nitude of the resonance at 0.75 RE. The magnitude of the dis-
placement defines the magnitude of the velocity shear. Then
we assumed that there is a perturbation in the radial direction
that will initiate vortex development (Fig. 3). For the stability
analysis we have chosen stages a,c, and d of the vortex. Then
we repeated tests with the initial magnitude of the FLR at 1 RE.
Presence of the K-H instability leads to broadening of the dis-
turbed region, propagating the perturbation further away from
the resonance site. The initial setting (magnitude of resonance
0.75 RE) ensures that the initial energy density is in the linear
regime. Just as in the case of a pure FLR type of displacement,
for the 4:30 UT configuration the dominance of the second or-
der was followed directly by the dominance of the fourth order
term as the vortex development progresses. It means that any
instability growth will be saturated due to nonlinear effects.
For the initial magnitude of the displacement at 1 RE we ob-
tained similar results, with the difference that the fourth order
term was dominant from the onset of the K-H instability.

For the 4:35 UT configuration starting with the initial mag-
nitude of the FLR’s at 0.75 RE ensures the initial energy dens-
ity to be in the linear regime (dominant second order term).
However, even for the initial stages of the K-H instability, the
third order term is much more important than for the pure

resonance-type displacement. Further development of the vor-
tex leads to a strong dominance of the third order term. This
means that the presence of the vortex further destabilizes the
near-Earth plasma sheet. For the initial magnitude of the res-
onance of 1 RE, even the initial stages of the vortex develop-
ment lead to a dominant third order term in the energy density.
We obtained the strongest dominance of the third order term
for stage (c) (Fig. 3) of the vortex development. Further wrap-
ping of the vortex leads to dominance by the fourth order term
which means that it provides a stabilizing effect on the system.

The results of the analysis of the 4:40 UT configuration were
analogical to the results at later growth phase. The initially
dominant second order term for early stages of the vortex de-
velopment are followed by the dominance of the fourth order
term. This confirms that at this stage the excess energy was
already released and the system is back in the lower energy
state.

Figure 4 shows results for the magnitude of the resonance set
at 0.75 RE for the most unstable stage of the vortex (Fig. 3c)
for all four configurations. The cross-section is taken through
the region of maximum gradient in the velocity. Parts (a) and
(c), corresponding to 4:30 UT and 4:40 UT configurations re-
spectively, show stable behavior (dominant 4th order term).
Part (b), corresponding to 4:35 UT configuration is explos-
ively unstable. For this configuration, the third order term is
dominant. Thus, around 4:35 UT, just minutes prior the on-
set, the near Earth plasma sheet became explosively unstable,
while during growth phase and the recovery phase the near-
Earth plasma sheet was nonlinearly stable.

Since the K-H instability does not extract potential energy,
and only redistributes the kinetic energy, the presence of the
K-H instability alone is not able to explain the energy recon-
figuration in the near-Earth plasma sheet. Note in Fig. 3, that
the presence of vortex wrapping leads to a saturation of the
magnitude of the displacement. [14] proposed that a coupling
between K-H and ballooning modes could lead to a growth of
the vortex and thus to reconfiguration of the energy in the re-
gion.

To test the effect of this scenario on the change in the stabil-
ity properties, we have assumed an increase in the size of the
vortex, and calculated the energy density for such configura-
tions. Fig. 5 shows energy density terms for a vortex that grows
to twice its original size. Parts a) and b) corresponds to vortex
sizes of 1 RE and 2 RE. As the vortex grows, the fourth order
term in energy becomes dominant, suggesting nonlinear satur-
ation of the instability. This result agrees with the scenario of
reconfiguration of energy due to K-H ballooning coupling and
is consistent with the computational model of the shear-flow
ballooning instabilities and observations of auroral arcs in [14]
and [15].

To summarize, the development of the K-H instability from
the velocity shear due to field line resonance provided similar
stability properties for various stages of the Feb. 9, 1995 sub-
storm as did the field line resonance alone. This suggests that
these general stability results are not dependent on the type of
the displacement, and any realistic displacement yields to the
explosively unstable near-Earth plasma sheet minutes prior to
the onset while it remained stable during the most of the growth
phase.
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Fig. 4. Potential energy density in the case of a Kelvin-Helmholtz
instability in the equatorial plane. The magnitude of the initial
FLR was 0.75 Re.

5. Conclusions

We improved previous stability analysis by including a pos-
sibility of the development of a Kelvin-Helmholtz vortex in
the system and analyzing its influence on the stability of the
system. Our results suggest that during the stable state of a
substorm the presence of the K-H vortex does not influence
the general stability of the system. Since there is no available
free energy, such a vortex must be saturated. In the case of un-
stable configuration during the onset, the presence of the K-H
instability can cause a faster initiation of the explosive instabil-
ity due to enhanced gradients in plasma displacement. How-
ever, we need to note that the K-H instability can be initiated
in the presence of any shear in velocity and does not have to
be tied to the presence of FLRs. On the other hand, if there is
resonance present, it is likely that the K-H instability will ap-
pear. We can conclude that for the studied event, the transition
between stable and unstable configurations corresponds to the
time of onset no matter what the displacement is. The K-H in-
stability alone cannot extract potential energy from the system.
It only transforms different forms of kinetic energy. Therefore,
we have also investigated what happens if the vortex grows due
to coupling with ballooning modes. It appears that the growth
of the vortex might eventually lead to reconfiguration of the
energy and the saturation of the instability.
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Fig. 5. Potential energy density for the 4:35 UT configuration for
the K-H ballooning type of the displacement.
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The azimuthal evolution of the substorm expansive
phase onset aurora

E. Donovan, S. Mende, B. Jackel, M. Syrjäsuo, M. Meurant, I. Voronkov, H. U. Frey, V.
Angelopoulos, and M. Connors

Abstract: We use data from two white light All-Sky Imagers, deployed as part of the THEMIS Ground-Based Observatory
program, to explore the azimuthal evolution of the breakup aurora during a pseudobreakup that occurred on November
28, 2005. We find that this breakup occurred on a pre-existing auroral arc. It began with a brightening that formed on an
extended region along the arc, and consisted of eastward propagating beads with a wavelength of ∼100 km. During the
five minutes following the breakup, a second pre-existing arc that was poleward of the first remained undisturbed. The
initial azimuthally extended region of enhanced brightness along the arc did not expand further for at least two minutes,
after which it expanded rapidly along the arc. From these observations, we conclude that the breakup in this event
corresponds to Current Disruption in the inner magnetosphere caused by an instability that creates azimuthally propagating
waves and that is not triggered by a fast Earthward flow.

1. Introduction

Identifying the macroscale instability responsible for sub-
storm expansive phase onset is an important goal in space phys-
ics. Bringing closure to this question has been the motivation
for numerous, theoretical, simulation, and observational event
and statistical studies over the years. We now understand that
both reconnection in the mid-tail and current disruption in the
inner magnetosphere occur as integral parts of the substorm,
but their interrelationship and in particular whether one starts
and then sets in motion a sequence of events that leads to the
other is not currently understood [2, 7, 8]. Careful examination
of coordinated in situ and ground observations have provided
perhaps the best insights in this direction (see e.g., [13, 9]),
however it has become clear that although the expansive phase
onset unfolds very rapidly, the data with which we are able to
address these questions is fundamentally limited in its spatio-
temporal coverage and resolution.

In general, substorm event studies are predicated on the idea
that the correct combination of solar wind, in situ, and remote
sensing of the ionospheric electrodynamics from the ground
and space would be able to provide sufficient information to
rule out some proposed onset mechanisms and provide con-
straints for models and simulations used to explore mechan-
isms that are still viable. For example, the typical substorm
breakup arc is embedded in the bright proton aurora which
maps to the transition between tail-like and dipolar field lines
[12, 3, 4], most often in the region between geosynchronous
orbit and L�10Re. We also understand that the breakup, sub-
storm current wedge, current disruption, dipolarization, and in-
jection are all manifestations of the same inner Central Plasma
Sheet (CPS) disturbance (see, for example, [9]). The ground-
based auroral and magnetic field data in particular point to
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a disturbance that begins in the inner CPS and evolves azi-
muthally and meridionally, the latter reflecting radial evolution
in the magnetosphere [5], consistent with the Current Disrup-
tion (CD) paradigm. However, attempts to create a synoptic
picture of the evolution of the expansive phase from analysis
of combined in situ and ionospheric remote sensing data has
led to a more ambiguous picture, leading to at least three sets
of inconsistent conclusions: 1) expansive phase began in the
inner CPS after which it progressed tailward (consistent with
the CD paradigm); 2) expansive phase began in the mid-tail
with reconnection, fast Earthward flows, and subsequent inner
CPS effects (i.e., consistent with the Near-Earth Neutral Line
or “NENL” paradigm); 3) that the mid-tail and inner CPS ex-
pansive phase processes might evolve largely independently of
one another [9, 11, 13, 10, 17].

Bringing closure the question of how and where expansive
phase onset is initiated in the magnetotail is the primary sci-
entific motivation for the upcoming NASA Time History of
Events and Macroscale Interactions in Substorms (THEMIS)
MIDEX mission. THEMIS represents the first true constellation-
class geospace mission, and will involvefive satellites on equat-
orial orbits. The orbits will have 1, 2 and 4 day periods, cor-
responding to ∼10, 20, and 30 Re apogee distances, respect-
ively. The outer two satellites will be at or near apogee for
more than ten hours every four days. The inner three will to-
gether provide coverage of the ∼10 Re region for those same
ten hours. Throughout the mission, the apogee conjunctions
will be over central Canada, on a meridional line bracketed by
GOES East and West. During the winter months, apogee will
be in the magnetotail, where the seven THEMIS and GOES
satellites will bracket the NENL and CD regions. Although the
THEMIS constellation will provide numerous and unpreceden-
ted opportunities to study the radial evolution of the expansive
phase in the magnetotail, the satellites by themselves would
not be able to bring closure to the question at hand. While it is
true that the expansive phase evolution is most often couched
in radial terms (as outlined in the previous two paragraphs),
the disturbance also evolves azimuthally. Thus, although data
from the satellites might indicate a clear ordering of events, it
might also be that the process started away from the apogee
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meridian and later swept over it.
The THEMIS program has a ground-based component which

is specifically designed to deal with the azimuthal uncertainties
that would be present if all that was available were satellites
on a more or less radial line through the CPS. The apogee me-
ridian was chosen to be over central Canada to take advantage
of the fact that a large fraction of the auroral oval is over land
in northern Canada and that ground-based space science instru-
mentation is already operating in that sector (e.g., instruments
operated by Canadian GeoSpace Monitoring, SuperDARN, the
University of Alaska Geophysics Institute, MACCS, and other
programs). In addition, a continent-wide array of fluxgate mag-
netometers and white light auroral imagers is being deployed
specifically as part of THEMIS. In Figure 1, we show the loc-
ations and fields of view (FOVs) of the 20 All-Sky Imagers
(ASIs) that make up the THEMIS ASI array.
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Fig. 1. Fields of view of white light ASIs that will be operating
as part of the THEMIS Ground-Based Observatory network.
The fields of view assume 110 km emissions 10 degrees above
the horizon. The black contours indicate constant magnetic
latitude and longitude (Altitude Adjusted Corrected Geomagnetic
Coordinates or “AACGM” Epoch 2000 - [1]). The magnetic
latitude contours are for 60◦ through 80◦ in 5◦ increments.
The magnetic longitude contours are separated by one hour of
magnetic local time.

The THEMIS ASIs will take one image every three seconds.
Imaging will be synchronized across the array with Global Po-
sitioning System (GPS) timing. While the ASIs and magne-
tometers will provide essential contextual information in sup-
port of THEMIS meeting its objectives, these new instruments
will also bring something truly new to substorm studies. For
example, existing arrays of ground-based optical instruments
have provided numerous instances of simultaneous observa-
tions across all relevant latitudes. The Finnish MIRACLE ASI,
Canadian NORSTAR ASI, and CANOPUS Meridian Scanning
Photometer arrays are but three examples of this (see e.g., [5]).
The azimuthal evolution of the expansive phase aurora has
been extensively studied using global auroral imagers on satel-
lites, but the temporal and spatial resolution afforded by those
instruments have not been sufficient to explore the details of
the expansive phase onset (see e.g., [6]). Since we know that, at
the time of the auroral breakup, the auroral features can evolve
azimuthally (i.e., east-west) beyond the FOV of a single imager
(see [16]) in several tens of seconds, being able to track the
evolution of the expansive phase aurora across several hours
Magnetic Local Time (MLT) with three second temporal res-

olution will be an important step forward in constraining sub-
storm theories.

One of the great advantages to being involved in the ground-
based component of a mission like THEMIS is that we have
data before the satellites are launched. Deployment and opera-
tion of the imagers started in 2004, and the array will be com-
pletely in place by the fall of 2006. By the end of the northern
hemisphere 2005-2006 winter, there were 13 ASIs operating
in Canada and Alaska. Summary keograms and thumbnail im-
ages can be seen on the “GAIA” auroral virtual observatory
(http://gaia-vxo.org).

In this paper, we present data from a small substorm that oc-
curred over the Alaska-Canada border region. The initial au-
roral breakup was in the FOV of one ASI and quickly spread
east into that of an adjacent imager. We have two objectives in
this paper. First, we want to highlight some of the new capab-
ilities that the THEMIS ASI array will bring to the THEMIS
program and substorm studies in general. Second, we want to
explore the azimuthal evolution of the breakup aurora on a time
scale of tens of seconds, and comment on what the auroral data
indicates in terms of the substorm onset mechanism. We point
out in advance that we are presenting data from only one event.
Further, as the auroral expansion lasts only ∼10 minutes, and
as it does not appear to lead to lobe flux reconnection, this
event is a pseudobreakup (see [17] and references therein for
what we mean by “pseudobreakup”).

2. The Event

The event that we focus on occurred between 10:00 and
10:30 UT on November 28, 2005. In the several hours lead-
ing up to the event, the solar wind speed and dynamic pres-
sure were relatively steady, and consistently below 400 km/s
and 4 nPa, respectively. As well, during the time leading up
to the event the Interplanetary Magnetic Field was consistently
southward. In short, the IMF and solar wind plasma observa-
tions do not indicate any trigger for the event. At ∼10:10 UT, a
∼ 200 nT negative H-bay was observed in western Canada and
Alaska (see below). The event does not have any noticeable
signature in the geosynchronous GOES East or GOES West
magnetic field data. In Figure 2, we show FUV auroral images
from the IMAGE WIC instrument for this event. The auroral
breakup is evident in the 23:00-24:00 MLT sector, starting first
at roughly ∼10:14 UT, and ending by ∼10:20 UT.

On that night, there were relatively clear skies over two of
the THEMIS ASIs under the region where the auroral breakup
shown in Figure 2 occurred. These were the Fort Yukon (Alaska,
USA) and Whitehorse (Yukon, Canada) ASIs, the FOVs of
which are shown in the expanded map in Figure 3. In Figure 4,
we show a sequence of auroral images at 12 second intervals
(top) from the Fort Yukon ASI, and the X-component magnetic
field data from the Fort Yukon magnetometer (bottom). Look-
ing first at the ASI images, we see the onset arc was in the
south of the imager FOV, located at roughly 64◦ magnetic lat-
itude (see Figure 3). The image sequence begins at 10:12 UT, at
which time the substorm brightening was already visible in the
south. As well, there was a quasi-stable auroral arc just slightly
north of overhead in the imager. Over the next ∼5 minutes, the
brightening evolved into a vortex which grew poleward and
azimuthally. It was only after ∼10:17 UT (i.e., more than 5
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Fig. 2. IMAGE WIC FUV auroral images obtained in the
southern hemisphere have been mapped into geomagnetic
coordinates and subsequently into the northern hemisphere to
produce this figure.

minutes after the initial brightening) that the more poleward
arc was noticeably disturbed. The image sequence spans the
time period bracketed by the two dashed lines in the lower
panel, and hence the time during which there is an enhanced
westward electroject and corresponding negative H-bay.

In Figure 5, we focus in on the step-by-step development
of the auroral breakup from 10:11:12 until 10:12:54 UT. As
the arc that brightened was in the southern part of the FOV
of the Fort Yukon ASI, we restrict our attention to partial im-
ages, which comprise the left-hand column of the figure. The
image at 10:11:12 UT is the first image in which there is un-
mistakeable evidence of the onset. Note that this is more than
a minute before the negative H-Bay is noticeable in the Fort
Yukon magnetometer data, and a full three minutes prior to the
pseudobreak being clearly evident in the IMAGE WIC data. In
the right-hand panel of Figure 5, we show differences between
successive images (see figure caption), which highlight the wave
disturbance more clearly than do the raw images. The differ-
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Fig. 3. Fields of view of the two THEMIS ASIs that obtained
the white light images used in this study. These two imagers
are located at Fort Yukon in Alaska and Whitehorse in Yukon
Canada. The black contours indicate constant magnetic latitude
and longitude (AACGM Epoch 2000). The magnetic latitude
contours correspond to 60◦ through 75◦ in 5◦ increments.
The magnetic longitude contours are separated by one hour of
magnetic local time.

ence image sequence shows a bead-like structure that emerges
on the pre-existing breakup arc. Over the nearly two minutes
spanned by the image sequence, the beads brightened, and propag-
ated eastward (note that examination of the three second data
shows that there is no problem with aliasing). The wavelength
and azimuthal propagation speeds of the beads were estimated
at ∼100 km, and ∼5 km/s, respectively (presuming 110 km
altitude emissions).

Referring to Figure 3, the arc visible to the south of Fort
Yukon must have extended into the poleward part of the White-
horse FOV. In Figure 6, we show a time sequence of partial
images from Fort Yukon and Whitehorse side by side. Before
10:12:00 UT, the brightening was restricted to the Fort Yukon
FOV, although it did expand rapidly in the azimuthal direc-
tion, involving the entire arc within the FOV in less than 30
seconds. By 10:12:24, the brightening was clearly visible on
the arc at the western edge of the Whitehorse FOV. For the
next 90 seconds, the eastern edge of the disturbance remained
fixed. That is, the brightening extended azimuthally along the
arc until it appeared just inside the Whitehorse field of view,
at which time the azimuthal growth stalled for 90 seconds or
more. By 10:14:24, the brightening was spreading rapidly east-
ward along the pre-existing arc. The speed of this expansion
was ∼0.5 km/s.
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Fig. 4. The negative H-bay associated with the pseudobreakup
is clearly evident in the Fort Yukon magnetometer data. Images
are from the Fort Yukon THEMIS ASI, separated by 12 seconds,
and spanning the time range indicated by the two vertical dashed
lines. UT for each image shown is indicated in the grey boxes
and is given in hhmmss format.

3. Summary

This event was a pseudobreakup that does not appear to have
been triggered by changes in the interplanetary medium. The
event unfolded in just over ten minutes. Seen in ASI data, the
event began with a brightening that spread rapidly along the
pre-existing arc. While this azimuthal expansion was occur-
ring, there was a well-defined wave form in the brightness
along the arc that grew in intensity and also propagated rap-
idly eastward. The azimuthal expansion stalled for 90 seconds
or more, and then proceeded further with the brightening ex-
tending across the entire FOV of the Whitehorse ASI over the
next two minutes. While this expansion phase was unfolding,
there was a pre-existing arc poleward of the breakup arc that
remained undisturbed until at least five minutes after the initial
brightening.

As discussed in the Introduction, there is intense debate over
what macroscale instability leads to the expansive phase onset.
While the data that we present here in this paper is only for

one event, and utilizes data from only two of the soon to be
20 THEMIS white light ASIs, it brings forward some interest-
ing points. First of all, the pre-existing arc that brightened was
equatorward of another pre-existing arc. That arc remained un-
disturbed for at least five minutes while the expansive phase
is clearly unfolding. Although we do not have proton auroral
data available for this event, the onset arc was at only 64◦ mag-
netic latitude, and so in this event was likely embedded in the
bright proton aurora (see the relevant discussion in the intro-
duction). Further, the auroral brightening occurred at the same
time as the negative H-Bay, and so it is compelling to associate
it with CD in the inner CPS. Thus, if the CD was initiated by
the braking of a fast flow that was in turn launched by mid-
tail reconnection, then all of the dynamics leading up to the
CD created no auroral signatures that were detectable by the
THEMIS ASIs, and had no detectable effect on the second,
poleward arc. Thus, subject to the caveats discussed below,
these observations are (in our opinion) more consistent with
the CD rather than the NENL model.

The azimuthal propagation of the beads that formed during
the first few minutes of the brightening point to the growth of
a wave in the CPS magnetically conjugate to the arc. Although
this is only one event, the azimuthal structuring and propaga-
tion were very clear, and occurred during the first 1.5 minutes
of the brightening, and commensurate with the formation of
the negative H-bay. It is thus compelling to associate these
waves with an instability that leads to a decrease in the cross-
tail current. In a recent study, [11] used Cluster observations to
show the presence of eastward propagating waves during the
initial several minutes of expansive phase onset, and argued
that these waves were a manifestation of ballooning mode in-
stability. Those authors went on to argue that the azimuthal
structuring would lead to filamentation of the perpendicular
current in the current sheet, and via ∇ · �J = 0 would gen-
erate periodic and eastward propagating filaments of parallel
current. This could account for the bead-like structuring of the
breakup arc shown in Figure 5.

The initial brightening occured in the FOV of the Fort Yukon
ASI. The brightening rapidly expanded azimuthally until it was
in the FOV of the Whitehorse ASI (we have no images from
west of Fort Yukon so we do not know how far expansion went
beyond the western edge of the FOV of the imager). At that
time, the azimuthal expansion stalled, only to pick up again
several minutes later. Our interpretation of this is that the in-
stability that gave rise to the eastward propagating structures
discussed in the previous paragraph formed virtually instantan-
eously (i.e., in less than 30 seconds) in an azimuthally extended
but radially localized region in the CPS. Again, in our view,
this region in which the initial instability formed was magnet-
ically conjugate to the part of the arc that initially brightened.
It is interesting to note that a separate study found that the ra-
dial and azimuthal extent of the initial dispersionless injection
region is azimuthally extended and radially limited in much
the same way [15]. Further, that study also found that, on aver-
age, the initial dispersionless injection region forms outside of
geosynchronous distance, most likely 8-10 Re from the Earth.

These results are obviously preliminary, and are subject to
several important caveats. First, we have no idea what an au-
roral arc corresponds to in the magnetosphere. This is a tre-
mendously troubling issue given our field’s reliance on the
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evolution of discrete aurora in studying the expansive phase
onset. Second, in this particular case, we do not have some fun-
damentally important complementary observations that would
allow us to place the two arcs in the Fort Yukon FOV in a bet-
ter magnetospheric context. On the one hand, if we had good
complementary proton auroral observations, then we would be
able to place the breakup arc relative to the ionospheric foot-
print of the transition between dipolar and tail-like field lines
(which is where we believe that arc maps to). On the other
hand, if we had good 630 nm auroral “redline” observations,
we would know where the open-closed boundary was relative
to the poleward arc. This latter point would allow us to assess
how strongly the lack of disturbance of that arc supports the
notion that formation of a NENL and subsequent fast flows
cannot have preceded this auroral breakup. Subject to these
caveats, we assert that the data presented here supports the fol-
lowing conclusions for this event:

1. the breakup corresponded to CD in the inner CPS.

2. the CD was not triggered by fast Earthward flows.

3. the breakup was initiated by an instability that produced
azimuthally propagating waves.

4. the initial instability formed in a radially localized but
azimuthally extended region in the CPS.

5. our results are consistent with the CD rather than the
NENL substorm model.

As we come into the THEMIS era, it is clear the the THEMIS
ASI array will provide synoptic white light images with unpre-
cedented spatial and temporal resolution. Future work along
the lines of this study will involve the building up of a reper-
toire of events, comparing wavelengths and propagation with
those predicted for magnetospheric waves and instabilities, and
attempts to better constrain the mapping between the magneto-
sphere and ionosphere. Finally, we point out that we need to
develop an understanding of what auroral arcs correspond to
in the magnetosphere.
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On the role of non-Maxwellian forms of distribution
functions in the process of acceleration of auroral
particles

N. O. Ermakova and E. E. Antonova

Abstract: Most theories of auroral particle acceleration are based on the suggestion of Maxwellian form of distribution
function of accelerated particles. At the same time in most cases experimentally measured distribution functions are better
described by kappa distribution. The formation of kappa distributions is connected with the action of relaxation processes
in the turbulent magnetosphere in the conditions of the absence of collisions. Field-aligned acceleration of ionospheric
ions leads to the appearance of particle population with plato-type distribution functions. The trapping of particles inside
the region of acceleration also leads to the appearance of non-Maxwellian distributions. The model of auroral particle
acceleration is developed taking into account the processes of modifications of distribution functions. The existence of
conjugate regions of acceleration in the north and south hemispheres is suggested. It is shown that the kinetic treatment
and the formation of non-Maxwellian distributions with reduced number of low energy particles gives the possibility to
reanalyze the criteria of the formation of field-aligned jumps of electrostatic potential.

Key words: auroral acceleration, double layers, kappa distribution.

1. Introduction

Results of numerous observation at the auroral field lines
demonstrate the existence of field-aligned potential drops (see
the review [1]). However the processes of field-aligned poten-
tial drops formation are not clear till now. The most popular
model is the model of the formation of double layers. Many
theoretical studies of the processes of auroral particle acceler-
ation were made under an assumption that the particle distribu-
tion functions have a Maxwellian form. Nevertheless, the colli-
sionless character of magnetospheric plasma suggests the pos-
sibility of the existence of non-Maxwellian distribution func-
tions.

Plasma sheet particle spectra can be approximated by a kappa
distribution [2, 3]. The kappa distribution has the form

f(E) =
n

π3/2

1

ε
3/2
0 k3/2

Γ(k + 1)
Γ(k − 1/2)

·
[
1 +

ε

kε0

]−k−1

, (1)

where ε is the particle energy, ε0 is the energy correspond-
ing to the core thermal speed of the distribution, k is a para-
meter determining the high-energy power law index, n is the
particle density, Γ is the gamma function. The kappa-function
resembles a Maxwellian distribution at low energies, making a
smooth transition into a power law tail at much higher energies.
If the parameter k → ∞ Maxwellian distribution is formed

f(E) =
n

ε
3/2
0 π3/2

exp
{
− ε

ε0

}
. (2)
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Hotter, more Maxwellian distributions may be identified as
older in the sense of having undergone more velocity space
diffusion.

The use of kappa distributions instead of Maxwellian distri-
bution lead to the modifications of the theory of auroral particle
acceleration. In this paper we consider the modifications of this
theory by introducing the kappa distribution functions for pop-
ulation of hot magnetospheric electrons and ions.

2. Kappa distributions and classical double
layer

The model of classical double layer considers the motion of
cold current-carrying electrons and ions, together with warm
electrons and ions, which are reflected by the double layer po-
tential. The current-carrying electrons and ions are accelerated
in opposite directions and gain energy from the double layer
potential. The density of plasma in a double layer is much less,
than outside of a double layer. Intensity of an electric field in-
side a layer is much larger then the intensity of a field in sur-
rounding plasma. Occurrence of strong field-aligned fields in
a double layer is caused by destruction of quasineutrality. The
Poisson equation describes the distribution of potential Φ in-
side the double layer (Gaussian system of units is traditionally
used)

∇2Φ = −4πe(ni − ne), (3)

where ni, ne are the ion and electron densities, e is the electron
charge. In the one-dimensional double-layer all parameters de-
pend only on one coordinate z along the magnetic field B and
d2Φ/dz2 = 0.5(Φ′)2/dΦ, Φ′ = dΦ/dz. The equation (3) has
the form

d

dΦ
(Φ′)2 = −8πe

[
ni(Φ) − ne(Φ)

]
(4)
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Necessary conditions for the formation of double layer with
the potential drop Φk have the form

ne > ni if Φ → 0
ni > ne if Φ → Φk

(5)

The condition of quasineutrality outside the layer has the
form

ne(Φ)Φ=0 = ni(Φ)Φ=0, ne(Φ)Φ=Φk
= ni(Φ)Φ=Φk

, (6)

and the condition of electric field vanishing outside the layer
∫ Φk

0

[
ne(Φ) − ni(Φ)

]
dΦ = 0 (7)

The distribution of charges and electric field inside the layer
are determined by the analysis of particle motion inside the
layer in the conditions of fixed distribution functions on the
boundary of the layer. We shall consider laminar changes of
potential (neglect the processes of distribution function relaxa-
tions inside the layer) and suggest the conservation of particle
energy and magnetic moment.

Classical one-dimensional Langmuir double-layer suggests
the existence of two cold and two hot populations of ions and
electrons. If ji is a beam of cold ions and je is a beam of cold
electrons electron and ion concentrations are

nec = je

/ [
V 2

0e + 2eΦ/me

]1/2
,

nic = ji

/ [
V 2

0i + 2e(Φk − Φ)/mi

]1/2 (8)

where V0e and V0i are electron and ion velocities before the
acceleration, me and mi are the electron and ion masses. It is
considered that Φ = 0 on the cathode part of the layer, Φ = Φk

on the anode part of the layer. If hot ions have Maxwell dis-
tribution function with temperature T i and hot electrons with
temperature Te

nih = nih
0 exp [−eΦ/Ti] ,

neh = neh
0 exp [−e(Φk − Φ)/Te] .

(9)

The condition (5) then leads to the Bohm-Block criterion for
cold beams (see [4])

meV
2
0e > Ti,

miV
2
0i > Te.

(10)

Using of kappa distribution function leads to the modific-
ation of the criterion (10). For kappa distribution of hot ions
with parameters εih

0 , kih and hot electrons with parameters εeh
0 ,

keh

nih = nih
0

(
1 +

eΦ
kihεih

0

)−kih+1/2

,

neh = neh
0

(
1 +

e(Φk − Φ)
kehεeh

0

)−kih+1/2

,

(11)

and relations (10) are changed to

meV
2
0e > εih

0

(
1 − 1

kih

)
,

miV
2
0i > εeh

0

(
1 − 1

keh

)
.

(12)

The comparison of relations (11) and (12) shows that the ex-
istence of non-Maxwellian tails of distribution functions leads
to increase of ion and electron beam energies necessary for the
formation of classical double layer. This limitation is stronger
for more young distribution functions with smaller k.

The condition of the existence of stationary strong double
layer has the form (Langmuir criterion):

je/ji =
√

mi/me (13)

where je, ji are the electron and ion particle fluxes, me, mi are
the electron and ion masses. This condition is strongly modi-
fied if we take into account the existence of trapped popula-
tions of particles and kappa-form of distribution functions.

3. Kappa distribution and kinetic double layer

The collisionless character of magnetospheric particle mo-
tion leads to the development of kinetic theory of double layer
formation (see [5]). The existence of double layers in the con-
jugate hemispheres and the possibility of the existence of non-
Maxwellian population of hot ions produced by depredated ion
beams accelerated by field-aligned potential drops from both
hemispheres are taken into account in [6]. A water bag dis-
tribution function have been selected for this ion population,
trapped in the equatorial plane. The contribution of the pop-
ulation of secondary electrons trapped between field-aligned
potential drop and the ionosphere was analyzed in [7]. It was
shown that the existence of trapped populations of electrons
and ions gives the possibility to overcome the limitations given
by Bohm-Block criterion.

We consider the model of electron and ion acceleration for
the case of the existence of 3 ion populations and 3 electron
populations: cold ionospheric electrons, hot magnetospheric
ions described by kappa distribution, trapped near the equat-
orial plane ions of ionospheric origin accelerated in the field-
aligned potential drop with the value Φk, cold electrons of
ionospheric origin, hot electrons of magnetospheric origin de-
scribed by kappa distribution, warm secondary electrons of
magnetospheric origin trapped between the magnetic and elec-
trostatic mirrors. The acceleration takes place in the region
where B = Bc. All particles which can move up to iono-
spheric altitudes where B = Bk are absorbed. However the
contribution of particles lost in the ionosphere is comparat-
ively small if the acceleration takes place at great geocentric
distances (as it is ordinarily observed). Therefore we shall neg-
lect such particles in the first approximation and consider the
potential jump leading to great changes of particle concentra-
tions. We shall also consider that the criterion (5) is satisfied
due to the existence of trapped populations of ions and elec-
trons.

The condition (6) leads to the expression

nem
0 + nei

∣∣
Φ=0

= nim
0 + nii

t + nii
∣∣
Φ=0

nei
0 + nem

∣∣
Φ=Φk

+ nem
t = nii

0 + nim
∣∣
Φ=Φk

(14)

where the first upper indexes correspond to type of particle (e is
for electrons, i is for ions), the second upper index corresponds
to the type of population (i is for the ionospheric population,
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m is for the magnetospheric population), symbol t shows the
trapped particle population.

Taking into account the conservation of energy ε and mag-
netic moment µ in the process of acceleration, we shall use the
electron and ion distribution functions in the form (1). Then

fdv =
nm

0

2
Γ(km + 1)

Γ(km − 1/2)
B

(εm
0 )3/2π1/2(km)3/2

×

×
[
1 +

ε

kmεm
0

]−km−1
dε dµ

(ε − eΦ − Bµ)1/2
(15)

where km = kim and εm
0 = εim

0 for hot magnetospheric ion
population, km = kem and εm

0 = εem
0 for hot magnetospheric

electron population, e is the charge of particle.

The calculation of ion density inside the acceleration region
leads to the expression

nim = nim
0

(
1 +

eΦ
kimεim

0

)−kim+1/2

(16)

Ion distribution is isotropic. Expression (16) gives n im
∣∣
Φ=Φk

if Φ = Φk.

The calculation of the density of hot magnetospheric elec-
trons inside the double-layer leads to the expression

nem =

= nem
0

{(
1 − eΦ

kemεem
0

)−kem+1/2

− 4
3π1/2

Γ(kem − 1/2)
Γ(kem − 1)

×

×
(
1 − eΦ

kemεem
0

)−kem−1 (
eΦ

kemεem
0

)3/2

×

× 2F1

(
kem + 1,

3
2
,
5
2
,

eΦ
kemεem

0 − eΦ

)
− 1

kem

√
eΦ

kemεem
0

}

(17)

where we use the expression

∫ u

0

xµ−1dx

(1 + βx)ν
=

uµ

µ
2F1(ν, µ, 1 + µ,−βu).

Expression (17) gives nem
∣∣
Φ=Φk

if Φ = Φk.

Temperature of ionospheric ions is an order of magnitude
lower than the multiplied on the electron charge field aligned
potential drop. Therefore it is possible to neglect the term in the
expression (14). We have for cold beam of ionospheric ions

nii
∣∣∣
Φ=0

= nii(Φk, Bc)
(

mi(V ii
0 )2

2eΦk

)1/2

, (18)

where V ii
0 is the beam velocity.

Condition (7) gives

nem
0 kemεem

0

{(
1

kem − 3/2

(
1 − eΦk

kemεem
0

)−kem+3/2

− 1

)
−

−
(

eΦk

kemεem
0

)5/2

× 8
15π1/2

(
1 − eΦk

kemεem
0

)−kem−1

×

× 2F1

(
kem + 1,

5
2
,
7
2
,

eΦk

eΦk − kemεem
0

)
−

− 4
3π1/2

Γ(kem − 1)
Γ(kem − 1/2)

1
kem

(
eΦk

kemεem
0

)5/2
}

+

+ nei
0

keiεei
0

3/2 − kei

{(
1 +

eΦk

keiεei
0

)−kei+3/2

− 1

}
+

+
∫ eΦk

0

nem
t (Φ, Bc)e dΦ =

= nii
0 (2eΦkmi)1/2V ii

0 +
nim

0 kimεim
0

kim − 3/2
×

×
{(

1 +
eΦk

kimεim
0

)−kim+3/2

− 1

}
+

∫ eΦk

0

nii
t (Φ, Bc)edΦ

(19)

Analyzing (19) and comparing it with (13) it is possible
to see that the condition of the existence of stationary strong
double layer is greatly changed in the case of the double layer
in the magnetic trap. It is interesting to mention that the appear-
ance of such kind of structures leads to great jumps of plasma
density.

4. Conclusions and discussion

The problem of the acceleration of auroral electrons by field-
aligned potential drops is considered as a part of the problem of
auroral particle acceleration and therefore as a part of the prob-
lem of magnetospheric substorm. The most popular model of
such acceleration is the model of the formation of double layers
[4–25]. But this problem in the majority of cases is analyzed in
the suggestion of Maxwellian form of distribution functions.
At the same time kappa distributions are formed in the colli-
sionless magnetospheric plasma. Taktakishvili et al. [26] have
shown that the results of INTERBALL/Tail probe observations
of kappa distribution functions in the geomagnetic tail are well
described by the process of acceleration by the inductive elec-
tric fields. This finding is supported by the results of [27]. Mi-
lovanov and Zelenyi [28] associate the origin of kappa dis-
tributions with the macroscopic ordering of the system. They
prove that the canonical distribution corresponding to the Tsal-
lis definition of entropy coincides with the kappa distribution.
In accordance with [29] hotter, more Maxwellian distributions
may be identified as older in the sense of having undergone
more velocity space diffusion. Therefore it is quite interest-
ing to reanalyze the conclusions of double-layer theories in the
case of kappa distribution. We show that the real modifications
appear as in the case of classical double layers as in the case
of double layer in the magnetic trap. The later mainly leads to
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drops of particle densities. The condition of the existence of
stationary double layer is obtained in both cases. The obtained
relations can be used in the analysis of the results of auroral
particle observations during substorms.
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Observations of tail dynamics using ground and
space based instruments during a period of multiple
substorm events

C. Forsyth, M. Lester, S.E. Milan, A. Grocott, H.U. Frey, E. Lucek, H. Reme, and J.
Watermann

Abstract: We present initial observations from an ongoing investigation into the dynamics of the magnetotail during a
period of multiple substorms. The investigation coordinates data from ground and space-based instruments including the
Cluster and IMAGE spacecraft, SuperDARN and ground magnetometers during the period 00:00UT to 05:00UT on 25th
August, 2003. The first substorm expansion phase, which is preceded by two pseudo-breakups at 00:38UT and 00:57UT,
takes place between 01:11UT and 01:50UT during which time IMAGE WIC(FUV) data for the Southern auroral oval
shows enhanced auroral activity almost solely in the post-midnight sector and the occurrence of auroral streamers within
the auroral bulge. SuperDARN map potential analysis shows a flow diversion with a northern hemisphere footprint that
is conjugate to a southern hemisphere auroral streamer. During this time, Cluster CIS and FGM instruments detect the
passage of under-populated flux tubes, or plasma bubbles, and a field rotation event, discussed as a flux rope. These
observations agree with current predictions on the relationship between streamers and under-populated flux tubes in the tail
from the Chen and Wolf model.

Key words: Substorms, Cluster, Magnetotail Dynamics, Auroral Streamers, Under-populated flux tubes.

1. Introduction

Magnetotail dynamics and their auroral and ionospheric
manifestations have been the subject of much debate since
Akasofu [1] published his seminal paper on auroral substorms.
Now, with space based instrumentation, such as that onboard
the Cluster and IMAGE satellites, and ground based instrument
networks, such as SuperDARN and various magnetometer ar-
rays, we can relate auroral and ionospheric signatures to the
dynamic morphology of the magnetotail.

During the interval between 00:00UT and 05:00UT on the
25th August, 2003, the Cluster spacecraft were near apogee,
downtail, in the post-midnight sector of the southern plasma
sheet, the IMAGE spacecraft was monitoring the Southern
auroral zone and the magnetometers of the IMAGE, Green-
land and CANOPUS chains and radars of SuperDARN were
passing through the night sector. During this interval, multiple
substorm onsets and auroral enhancements were detected by
these instruments. One of these onsets showed North-South au-
roral forms, or streamers [12], in the IMAGE WIC(FUV) and
Greenland magnetometer data and under-populated flux tubes,
or plasma bubbles, in the Cluster CIS and FGM data. Another
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was preceded by a quasi-periodic Bx component in the Cluster
FGM data.

2. Observations

2.1. Interval Overview
2.1.1. IMAGE WIC(FUV)

During the interval, IMAGE WIC(FUV) [7, 8] monitored
the Southern auroral zone, with the optimum field of view
(i.e. time before auroral oval was at the edge of the field of
view) being before 03:00UT. Three substorms were identified
based on the following criteria; duration (>10min), poleward
expansion (>10 °magnetic latitude), extension (>2hrs mag-
netic local time). These substorms began at 01:17UT, 02:29UT
and 04:17UT. Three further events (enhancements) were ob-
served, although we do not classify these as substorms since
one or more of the criteria were not met. These enhancements
began at 00:38UT, 00:57UT and 01:50UT.

2.1.2. Cluster
The Cluster spacecraft were located near apogee in the

Southern post-midnight sector throughout the interval, during
which time the Fluxgate Magnetometer (FGM, [3]) (Fig. 1)
measured two large (>10nT) decreases in the field strength,
which was dominated by the Bx component throughout the in-
terval. The first of these decreases begins at 01:15UT and lasts
until 02:00UT and coincides with the first substorm expansion
phase seen in the IMAGE WIC(FUV) data. During this event,
the field strength becomes very close to 0nT at 01:27UT. The
second major field decrease starts at 03:50, with the Bx com-
ponent appearing to be quasi-periodic until 04:25UT. During
this substorm the field drops by approximately 10nT to a level
below that predicted by the Tsyganenko T96 field model.
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The Cluster Ion Spectrometer (CIS, [10]) showed drops
in ion density (not shown) between 00:45UT-01:15UT and
02:45UT-04:00UT indicating that Cluster moved from the
plasma sheet boundary layer (PBSL) [4] into the tail lobes.
Preceding and following Cluster passing into the lobes, there
is a slight increase in the plasma density above the level seen in
the PBSL, indicating that Cluster briefly passed into the central
plasma sheet.
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Fig. 1. Cluster FGM data from 25th August, 2003 (00:00UT-
05:00UT). The Bx, By, Bz components in GSM coordinates and
BTotal component are shown from Cluster 4 (Tango). Dashed
lines indicate enhancements from the WIC(FUV) data and solid
lines represent expansion phase onset from the same data.

2.1.3. Ground Magnetometers
The magnetometers of the CANOPUS [13], IMAGE [16]

and Greenland (e.g. [9]) chains pass through the night sec-
tor during the 5hr interval. The Bx (northward) components
of the magnetometers give an indication of substorm related
electrojet activity over the various chains at different times.
The Sodankyla (SOD) station of the IMAGE chain shows a
magnetic bay of 400nT (Fig. 2) occurring in conjunction with
the first substorm expansion phase onset as seen in the IM-
AGE WIC(FUV) data. The Scoresbysund (SCO) station in the
Greenland East chain shows three negative bays in the field of
500nT, 100nT and 500nT respectively that begin in conjunc-
tion with the respective substorms. The Narsarsuaq (NAQ) sta-
tion of the Greenland West chain measures negative bays of
200nT, and 150nT in association with the first enhancement
and the first substorm respectively. The Gillam (GILL) station
of the CANOPUS chain shows a 400nT negative bay in con-
junction with the second substorm and a 300nT negative bay
starting 75mins before the last substorm.

2.2. Substorm 1: Post-midnight sector substorm
2.2.1. Ground Magnetometers

Previous work [2] has demonstrated that the passage of
auroral streamers over ground magnetometer arrays relates
to specific magnetic signatures; a minimum in Bz and a
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Fig. 2. Ground magnetometer data from 25th August, 2003
(00:00UT-05:00UT). The Bx (northward) component is shown
from Sodankyla (IMAGE), Scoresbysund (Greenland East),
Narsarsuaq (Greenland West) and Gillam (CANOPUS). Dashed
lines indicate enhancements from the WIC(FUV) data and solid
lines represent expansion phase onset from the same data.

sawtooth-like feature in By . Assuming that auroral disturb-
ances in the southern hemisphere map to similar locations in
the northern hemisphere, we find that the Ammassalik (AMK)
and Narsarsuaq (NAQ) stations were closest to the auroral
bulge formed during the substorm and in the vicinity of the
auroral streamers.

The Bx (northward) components recorded by the Greenland
magnetometer stations Ammassalik and Narsarsuaq (Fig. 3)
show the first substorm expansion phase onset begins at
01:15UT, as indicated by the formation of a negative bay. The
By component at both stations shows an increase followed
shortly after by a drop to below 0nT. The interval between the
maxima is 4-5mins, with a similar time for the interval between
the minima. We note that the field feature at AMK has a form
that is more like a sawtooth than the field at NAQ. The Bz (ra-
dially inwards) components show minima that coincide with
the peaks in the By components at each station, however the
Narsarsuaq station shows a further drop in the field that is co-
incident with the minima in the By component.

2.2.2. Cluster
At Cluster, the total field (Fig. 4 panel 6) begins to drop from

30nT at 01:15UT, dominated by the drop in the Bx component
(Fig. 4 panel 3). The field remains in decline until 01:27UT,
at which point the field begins to increase towards the Tsy-
ganenko [15] model field level, indicated by the dashed line.
Between 01:24UT and 01:26.30UT the Bz component (Fig. 4
panel 5) increases by 5nT and the Bx component shows de-
viation away from its decline by 10nT, with both components
showing a brief spike back to the expected level at 01:26UT.
Between 01:26.30UT and 01:27.30UT all of the field compon-
ents changed direction and the angle of the field in the XZ
plane (Fig. 4 panel 7) rotated through over 180°before rapidly
returning to it’s previous direction.

The Cluster Ion Spectrometer CODIF instrument on Cluster
4 shows that the density (Fig. 4 panel 2) throughout varies
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Fig. 3. Ground magnetometer data from 25th August, 2003
(01:10UT-01:40UT). The Bx (northward), By (westward) and
Bz (radially inward) component ares shown from Ammassalik
(top line) and Narsarsuaq (bottom line) of the Greenland East and
West chains respectively.

about 0.25cm−3. There are drops in the density to approxim-
ately 0.1cm−3 that coincide with the increases in the Bz com-
ponents as seen in the FGM data. There are also decreases,
lasting approximately 1min, at 01:16UT and 01:17UT down
to 0.1cm−3 and 0.01cm−3. This indicates that Cluster was in
the plasma sheet throughout the substorm although there were
times when Cluster was in an area of much lower plasma dens-
ity.

2.2.3. SuperDARN
A map potential analysis [11] of the line of sight velocit-

ies measured by the northern hemisphere SuperDARN radars
provides the global ionospheric flows during the substorm
(Fig. 5). From 01:18UT to 01:30UT, there is a diversion of the
flow in the 01MLT sector that moves dawnwards and approx-
imately coincides with the auroral form as seen in the south-
ern hemisphere. This may indicate a flow signature of the au-
roral streamer for the northern hemisphere. Radar scatter for
the southern hemisphere was very weak, hence the map poten-
tial flows are dominated by the model flows and consequently
are not used further.

2.2.4. IMAGE WIC(FUV)
At 01:18UT, IMAGE WIC(FUV) images show that an au-

roral bulge had formed and extended through 5hrs of magnetic
local time and had a width of approximately 10°of magnetic
latitude at its widest point. Prior to this, the auroral bulge had
expanded from an active auroral oval, although its intensity had
been constant. At this time, IMAGE WIC(FUV) shows that
the bulge intensity increased considerably, indicating substorm
expansion phase onset. The bulge then expanded polewards,
reaching a maximum poleward excursion at 01:42UT, when
the majority of the poleward edge of the bulge had reached
-87°(magnetic latitude).

From 01:20UT (Fig. 6), there are structured areas of en-
hanced intensity within the auroral bulge. These enhancements
stretch across approximately 7°of magnetic latitude of the au-
roral bulge and lie approximately along the lines of magnetic
longitude. One structure began in the 23MLT sector, moved to
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Fig. 4. Cluster CIS and FGM data from 25th August, 2003
(01:10UT-01:40UT) from Cluster 4 (Tango). The dynamic
pressure is shown (panel 1), along with total ion density measured
by the CIS instrument and the Bx, By, Bz components in
GSM coordinates and BTotal component measured by the FGM
instrument. The dashed line indicates the Tsyganenko [15] model
field level

the midnight meridian at 01:22UT and then propagated west-
wards until it was absorbed into the background auroral oval
on the 23MLT meridian. A second structure began near the
01MLT meridian and moved mostly dawnwards throughout
the interval, although its termination cannot be determined ac-
curately due to its proximity to the field of view of the space-
craft.

3. Discussion

We have shown data from a period of three substorm events,
as identified by the IMAGE WIC(FUV) instrument, two of
which are seen by Cluster and all of which are seen in vari-
ous ground magnetometer chains. We shall now comment on
the ionospheric and tail signatures from the first event.

Auroral images of the southern auroral oval from the IM-
AGE WIC(FUV) show that during the substorm expansion
phase there was significant structure within the auroral bulge.
These structures have a north-south form and can be inter-
preted as being auroral streamers. Their presence in the north
cannot be directly observed due to the positions of the vari-
ous auroral imaging spacecraft and all-sky camera data being
limited by the northern hemisphere summer. Using the Super-
DARN radars of the northern hemisphere and comparing this
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to the IMAGE WIC(FUV) data, we are able to infer flow sig-
natures that indicate that auroral streamers are present in the
northern hemisphere and move dawnwards over the Greenland
magnetometer chain during the substorm.

Intervals of lower ion density, stronger magnetic fields and
constant plasma pressure in the magnetotail are the signatures
of an under-populated flux tubes ([14] and references therein).
During the substorm expansion phase, the plasma ion pres-
sure is dominated by the ion density and hence the drops in
plasma density represent drops in plasma pressure. At 01:25
there is a significant drop in plasma density and a correspond-
ing increase in Bz at Cluster. The plasma pressure (Fig. 4
panel 1) shows little variation during this time. This indicates
that Cluster detected an under-populated flux tube, or plasma
bubble. Furthermore, comparing the FGM data from the four
Cluster spacecraft seems to indicate that the bubble is travel-
ling in a dawnwards direction.

The ground magnetic signature of auroral streamers has
been described [2] as a sawtooth-like By component and a
minimum in the Bz component coinciding with the maximum
in By. The signatures seen in the ground magnetometers are
similar to this description, although not as well defined. How-
ever, coupling this with the southern hemisphere auroral data,
which shows definite structures in the southern auroral bulge,
it is reasonable to conclude that there were similar north-south
auroral forms in the northern hemisphere.

The Tsyganenko T96 model indicates that the footprint
of Cluster 4 is in the vicinity of AMK during the interval,
and comparison of the ground magnetometer data and Cluster
FGM and CIS data shows that there is a 4min delay between
the start of the signature at AMK and the detection of the
under-populatedflux tube at Cluster. The Tsygankenko model-
based Cluster footprint moves by up to 15min MLT in a ran-
dom motion between the successive images from the IMAGE
WIC(FUV) instrument, indicating that during the substorm
period the footprint location is variable, but also that there are
limitations to the model during such periods. As the footprint
of Cluster is always east of AMK during this interval, and the
Cluster FGM data shows that the plasma bubble is moving
eastwards, it is not unreasonable to suggest that the ground and
space signatures are from one and the same feature, i.e. that the
auroral streamer is closely associated with the plasma bubble.
Chen and Wolf [5] predicted that under-populated flux tubes
would cause a localised current wedge and Amm et al. [2]
showed that under a westward moving streamer, the predicted
current system from this localised current wedge matched the
observed currents.

The rotational field feature seen in the FGM data at
01:26.30UT is associated with the low field event. Compar-
ing the field angle and the field magnitude (Fig. 4) indicates
that the field strength is much lower during this rotation and
appears to show no gradual change between the low and high
field states. This suggests that the rotation is due to some mag-
netic structure, possibly a plasmoid or flux rope, which moves
over the spacecraft. A comparison of magnetic field data at 4s-
resolution from the individual Cluster spacecraft indicates that
the structure passes partially over the constellation in an Earth-
wards direction, then changes direction and moves tailwards.

4. Conclusion

Data from IMAGE WIC(FUV), SuperDARN and the Am-
massalik magnetometer indicate the dawnward propagation
of an auroral streamer during the substorm expansion phase
between 01:15UT and 01:45UT on the 25th August, 2003.
Using the Tsyganenko T96 model, the footprint of Cluster 4
(Tango) is mapped to the ionosphere in the vicinity, but dawn-
wards, of Ammassalik. In the Cluster FGM and CIS data, the
signature of a dawnward moving under-populatedflux tube can
be seen shortly after the streamer’s passage in the ionospheric
data. These observations match the prediction of Amm et al.
[2] that the current system within the auroral streamers, and
hence the streamers themselves, are the ionospheric manifest-
ation of under-populated flux tubes.

Data from Cluster indicates that shortly after the passage of
the under-populated flux tube there is a further structure ob-
served and that this structure has a low magnetic field that ro-
tates through >180°as the structure passes over the spacecraft.
Analysis of the 4s-resolution FGM data shows that the struc-
ture is initially moving Earthwards, then moves tailwards. We
suggest that this structure is a plasmoid or flux rope, but that the
whole of the structure is not seen by Cluster. We also suggest
that this structure is independent of the under-populated flux
tube, given that this structure is seen to pass Cluster both Earth-
wards and tailwards, whereas the under-populated flux tube is
seen only to move Earthwards.
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Fig. 5. SuperDARN map potential models from 25th August, 2003 (01:10UT-01:40UT). Flows in the post-midnight sector appear to
divert around a feature that moves dawnwards. This coincides with the auroral streamer in the southern hemisphere IMAGE WIC(FUV)
data.
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Substorm onsets as observed by IMAGE-FUV

H. U. Frey and S. B. Mende

Abstract: The FUV instrument observed more than 4000 substorm onsets during the 5.5 years of the IMAGE mission.
About 2/3 were observed during the first 3 years in the northern hemisphere, while 1/3 were observed towards the end
of the mission in the southern hemisphere. The locations of individual substorms are influenced by the external solar
wind conditions, primarily the By and Bz components of the IMF. However, when averaged over all seasons and several
years, the average substorm onset locations are the same in both hemispheres with respect to magnetic latitude and local
time. This result signifies that the source region of substorms and the final onset location in the ionosphere, are primarily
determined by the internal properties of the magnetosphere, and only secondarily influenced by external conditions.

Key words: Substorms, onset location, hemispheres.

1. Introduction

Substorms are one of the most outstanding signatures of the
coupling between the magnetosphere and the ionosphere. They
suddenly release hundreds of GW of power in the magneto-
tail, create intense plasma flows in the plasma sheet, build up
strong field-aligned currents, excite almost all kinds of electro-
magnetic waves, and cause strong energetic particle precipita-
tion that create bright and dynamic auroras in the ionosphere.
Their temporal development is reasonably well described by
the traditional picture of growth, onset, expansion, and recov-
ery phases [1, 16]. What is still the topic of intense discussion
are the exact temporal development of the single phases, the
locations of phenomena in the magnetosphere, and the con-
jugacy of the auroral breakup. Two substorm theories propose
different onset locations and sequences of events. The Current
Disruption Model puts the onset location near Earth (< 8Re)
with a current disruption that is quickly followed by the auroral
breakup [14, 2]. The Near-Earth Neutral Line Model [9] places
the substorm initiation at ≈ 15−25Re and the auroral breakup
occurs later than in the Current Disruption Model when the fast
flows break near the earth [22].

The first extensive study of seasonal and interplanetary mag-
netic field (IMF) effects on substorm onsets used 648 Polar
UVI northern hemisphere observations in 1996-1997 shortly
after the minimum of the past solar cycle [11]. The authors
found systematic changes of lower onset latitude for Bx > 0
or Bz < 0 and increased latitudes for Bx < 0 or Bz > 0,
respectively. The onset longitude depends on season and IMF
By . In summer, substorms tend to occur in the early evening,
whereas in winter they tend to occur near midnight with an
average difference of ≈1 hour of MLT. Onset locations also
shift toward earlier local times for By >0 and toward midnight
for By <0. The authors also concluded that substorm onsets
should not be conjugate.

This conclusion was confirmed in 2001 and 2002, when the
Imager for Magnetopause-to-Aurora Global Exploration (IM-
AGE) satellite had its apogee in the Northern Hemisphere and
the Polar spacecraft, owing to the apsidal precession of its or-
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bit, reached higher altitudes in the Southern Hemisphere [19].
The two spacecraft offered a unique opportunity to study the
aurora in the conjugate hemispheres simultaneously. Five sub-
storm onsets were compared in the two hemispheres, which
had asymmetric locations. The longitudinal displacement in
one hemisphere compared with the other can be as much as
1.5 hours of local time. For southward IMF the hemispherical
asymmetry in local time is strongly correlated with the IMF
clock angle. These findings were interpreted as the magnetic
tensions force acting on open magnetic field lines before re-
connecting in the magnetotail. A similar asymmetry of sub-
storms was found with SuperDARN radars [20]. Systematic
asymmetries in the interhemispheric signatures of the auroral
westward flow channels probably arose because the magnetic
flux tubes were distorted at L shells passing close to the sub-
storm dipolarisation region.

The FUV imager on the IMAGE spacecraft observed the
northern hemisphere aurora between 2000 and 2002. Small
subsets of its images were used to compare the behavior of
the proton and electron aurora during the substorm expansion.
The analysis of 78 winter substorms did not find any signific-
ant difference in the spatial distribution of the proton and elec-
tron onsets [6]. However, they found a strong anti-correlation
between the onset latitude and the one-hour averaged solar
wind dynamic pressure before the onset. The analysis of 91
substorms established that there are differences in the expan-
sion of the electron and proton precipitation after onset [18].
The investigation of the high-latitude ionospheric flow during
67 substorms demonstrated the increase of the dawn-to-dusk
transpolar voltage during the first minutes after substorm onset
[21].

A much more extensive investigation determined all sub-
storm onsets that were observed in the northern hemisphere
by IMAGE-FUV between May 2000 and December 31, 2002
[5]. A total of 2437 substorms were found and their average
onset location was 2300 hours MLT and 66.4◦ magnetic latit-
ude. These values agreed reasonably well with previous reports
though such investigations used smaller numbers of substorms
and/or were limited to certain seasons [3, 7, 11, 6]. The pub-
lished list of substorm onsets has so far been used in one pub-
lished paper that investigated the location of auroral breakups
in response to solar illumination and solar coupling paramet-
ers [24]. It was found that solar illumination and the related
ionospheric conductivity have significant effects on the most
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Fig. 1. Change of the IMAGE orbit from launch in 2000 until
2005. The orbit is shown for April 1st each year when the orbital
plane was located in the GSM x-z-plane.

probable substorm onset latitude and local time. In sunlight,
substorm onsets occur 1 hour earlier in local time and 1.5 more
poleward than in darkness. The solar wind input, represented
by the merging electric field, integrated over 1 hour prior to the
substorm, correlates well with the latitude of the breakup. Most
poleward latitudes of the onsets were found during very quiet
times. Field-aligned and Hall currents observed concurrently
with the onset are consistent with the signature of a westward
traveling surge evolving out of the Harang discontinuity. The
observations suggest that the ionospheric conductivity has an
influence on the location of the precipitating energetic elec-
trons, which cause the auroral break-up signature.

For the present report all FUV-images from January 1, 2003
to the end of the IMAGE science mission on December 18,
2005 were analyzed to identify substorm onsets in time and
location. The strong orbit precession of IMAGE had moved
the apogee across the equator and a large portion of the on-
sets was observed in the southern hemisphere. That allows for
a comparison between the hemispheres. Furthermore, obser-
vations between May 2000 and December 2002 cover the peak
of the past solar cycle while the present study interval occurred
during the declining phase. As in the first publication, the full
data set is published electronically and provides a list to the
scientific community that can be used for further research.

2. Instrumentation

The IMAGE satellite is in a highly elliptical polar orbit of
1000 x 45600-km altitude with a 14:14 hours orbital period and
had the apogee over the North Pole in 2001. The strong preces-
sion of ≈ 45◦ per year moved its apogee across the equator in
2003 and down over the South Pole in 2005 (Figure 1).

The Far Ultra-Violet imager (FUV) consists of three ima-
ging sub-instruments and observes the aurora for 5-10 seconds
during every 2 minutes spin period [17]. As in the previous re-
port we used the Wideband Imaging Camera (WIC) and the
Spectrographic Imager channel (SI-13), and we neglect the
proton contribution to the substorm onset aurora [18].

WIC offers the best spatial resolution with a pixel size from
apogee of 50 km while the pixel size of SI-13 is 100 km from
apogee. During closer proximity the spatial resolution improves
but the field of view becomes too small to cover the whole
Earth. FUV is turned off during the passage through the radi-
ation belt. That operation scheme limits the observation time to
8-10 hours during each orbit. From apogee around the equator
the conditions for auroral observations are unfavorable as au-
rora appears close to the Earth’s limb and the location determ-
ination becomes unreliable. That limited the useful time for
aurora observations to just a few hours per orbit in 2003/2004.

FUV is mounted on the spinning IMAGE satellite. The point-
ing within the spin plane is regularly corrected with bright UV
stars that cross through the field of view [4]. However the fi-
nal pointing error in the spin plane can be up to 4 pixels while
the one perpendicular to the spin plane can be up to 2 pixels.
That amounts to the larger uncertainties for the determination
in local time in summer and winter, and in latitude in spring
and fall.

3. FUV observations

As in the first study we searched through the FUV data and
determined the time and location of substorm onsets. The prime
data source were the WIC images because of their better spatial
resolution. Some additional SI-13 images were used whenever
the WIC high voltage was not turned on or they offered a better
view. Substorms were identified if they fulfilled the following
criteria:

• A clear local brightening of the aurora has to occur.

• The aurora has to expand to the poleward boundary of
the auroral oval and spread azimuthally in local time for
at least 20 Minutes.

• A substorm onset was only accepted as a separate event
if at least 30 Minutes had passed after the previous onset.

Within the image of the initial auroral brightening the cen-
ter of the substorm auroral bulge was first determined visu-
ally. Then a computer program determined the brightest pixel
close to this location and calculated its geographic and geo-
magnetic locations. The full data set is available electronic-
ally at http://sprg.ssl.berkeley.edu/image/ and other scientists
are invited to use the data for their research. The list is given in
the same format as in [5]. It contains the date and time of each
substorm onset, which FUV instrument was used for the iden-
tification (WIC or SI-13), the spacecraft geocentric distance,
and the brightness (instrument counts) and location (x/y pixel,
geographic and geomagnetic) of the brightest pixel within the
onset surge. The list can easily be searched for specific criteria
like onsets at high magnetic latitude, late local time, onsets
within a certain distance to a particular ground station, or on-
sets with a small distance to the IMAGE spacecraft promising
better spatial resolution.
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Fig. 2. Maps of the northern (top) and southern (bottom)
polar regions with the substorm onset locations in geographic
coordinates regardless of the local time of onset. A geomagnetic
grid is given as dashed gray lines.

4. Discussion

All onset locations irrespective of their local time are given
in Figure 2 separated in the northern and southern hemispheres,
respectively. Please note that these plots do not represent the
auroral ovals, which are asymmetric between local noon and
midnight and move over time in latitude for a fixed longitude
(see e.g. [8]). These plots should rather be considered as rep-
resentations of the auroral zone, statistical maps of the prop-
ability for onset observations at a specific geographic location,
and maybe as guides to tourists, where to go if you want to see
a substorm onset at that particular town/hotel.

The averaged results for the substorm onsets confirm results
of earlier studies (Table 1). What is remarkable is the almost
perfect reproduction of the locations from the first study with
an average MLT of 2250±0127 hours (previously 2300±0121)
and latitude of 66.4◦ ± 2.96◦ (previously 66.4◦ ± 2.86◦) (Fig-
ure 3). The match of both parameters is somewhat surprising
as other studies found dependences of onset latitudes and local

Fig. 3. Histograms of the distribution of substorm onsets in
geomagnetic longitude (top), latitude (middle) and local time
(bottom) from 2003-2005 (dashed lines) and 2000-2002 (solid
lines). The median values are marked in the two bottom panels.

times on the signs of all three IMF components and seasons
(see introduction). Especially with respect to the onset latitude,
it is not unreasonable to expect some difference between the
two data sets as the first one was collected during the peak of
the solar cycle and the present one during the declining phase
[23]. There are differences between the solar wind properties
in the course of the solar cycle. During solar minimum high
speed streams are more common [10] and the number of in-
terplanetary coronal mass ejections tracks approximately the
sunspot number [12]. That could well influence for instance
the onset latitude if these solar cycle changes were for instance
accompanied by more negative Bz during solar maximum.

In order to investigate this possibility we analyzed all solar
wind plasma and magnetic field measurements by ACE and de-
termined their average properties. Figure 4 summarizes the av-
erage IMF conditions for the two time periods from May 2000

Table 1. Median and mean (in parentheses) values of auroral
substorm onsets from several statistical studies (from [5]). A
large portion of the present onsets was observed in the southern
hemisphere and the absolute values of the magnetic latitude were
used in the row labeled IMAGE’03.

Satellite # MLT MLAT Ref.
(hours) (Degrees)

DE-1 68 2250 (22.8) 65◦ (?) [3]
Viking 133 2305 (22.8) 66.7◦ (65.8◦) [7]
Polar 648 2230 (22.7) 67◦ (66.6◦) [11]
IMAGE (winter) 78 2324 65.6◦ [6]
IMAGE’00 2437 2300 (23.0) 66.4◦ ( 66.1◦) [5]
IMAGE’03 all 1755 2250 (22.8) 66.4◦ ( 66.1◦)
IMAGE north 2760 2300 (23.0) 66.3◦ ( 66.0◦)
IMAGE south 1432 2245 (22.8) -66.5◦ (-66.3◦)
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Fig. 4. Histograms of the average IMF conditions as measured
by ACE during the two study intervals 2000-2002 (solid lines)
and 2003-2005 (dashed lines). Different numbers of measurements
were scaled to the maximum of both distributions for easier
comparison.

to December 31, 2002 and from January 1, 2003 to Decem-
ber 2005. Accounting for the different numbers of samples in
each period we normalized all the distributions to the max-
imum value in each of the histograms. Table 2 summarizes the
median values for the solar wind plasma and magnetic field
during these years.

It turns out that the average solar wind properties are not
that different between the two time periods. The distributions
of GSM-Bz , which could influence the onset latitude, are ex-
actly the same. The distributions of GSM-Bx and By are some-
what different. Bx was more negative in 2000-2002 (2.63 Mio.
measurements less than 0.0 nT compared to 2.47 Mio. meas-
urements greater than 0.0 nT) than it was in 2003-2005 (2.49
Mio. less than 0.0 nT and 2.77 Mio. greater than 0.0 nT). Ac-
cording to the results in [11] that could have influence on the
onset latitude, which we however did not find. The IMF By

was also slightly different during the two periods. It was more
positive in 2000-2002 with 2.68 Mio. measurements with val-
ues greater than 0.0 nT compared to 2.42 Mio. measurements

greater than 0.0 nT. This situation was reversed in 2003-2005
when By was more negative with 2.80 Mio. measurements less
than 0.0 nT and 2.47 Mio. measurements greater than 0.0 nT.
In a general sense (see [11]) that should have caused earlier
onset local times in 2000-2002 and later onset local times in
2003-2005, what we find neither.

Table 2 also lists the average solar wind plasma conditions
during each year of the two periods. However, we only plot the
distribution of the solar wind dynamic pressure in Figure 4 as
this is the only parameter that was identified as influencing the
inset latitude [6]. The two distributions are very different with
much larger pressure in 2003-2005 than in 2000-2002. It ap-
pears that with a large enough number of events and averages
over all seasons, previously established general trends of solar
wind influences on the onset locations are suppressed and the
magnetosphere creates substorm onsets at constant locations.

5. Summary

The data of the new 1755 substorm onset locations between
January 1, 2003 and December 18, 2005 confirm previous find-
ings of average distributions in geomagnetic latitude and local
time. The surprising result is the almost perfect match of av-
eraged onset locations that were observed by IMAGE-FUV
between 2000 and 2002. The solar wind properties in these two
periods at the solar maximum and during the declining phase
of the solar cycle were slightly different (Bx and By) but these
differences were not big enough to change the averaged onset
locations substantially. It appears that the average onset loca-
tions are more controlled by internal magnetospheric processes
than that they are driven by the solar wind.

The prime purpose of this report is to publish the list of
FUV substorm observations the same way as it was done in
the first investigation. Files summarizing all substorm onsets
used for this study are available electronically at the website
http://sprg.ssl.berkeley.edu/image/.Other researchers are invited
to look at those time periods with their data and different in-
strumentation. The database can easily be searched for specific
criteria like onsets at high magnetic latitude, late local time,
onsets within a certain distance to a particular ground station,
or those with a small distance to the IMAGE spacecraft giving
better spatial resolution.

During almost all of the reported substorm onsets there exist
also images of the proton aurora taken by the SI-12 channel on
IMAGE. Previous analysis of small subsets of FUV images did
not find any significant difference in the spatial distribution of
the proton and electron onsets [6], but differences in the expan-
sion of the electron and proton precipitation dominated auroras

Table 2. Median values of solar wind plasma and magnetic field
properties in the years 2000-2005.

Year Bx By Bz Density Speed Temp.
(nT) (nT) (nT) (cm−3) (km/s) (K)

2000 0.23 0.27 -0.09 4.7 435 68000
2001 -0.17 0.20 0.07 4.5 421 71000
2002 -0.65 0.68 0.10 4.8 439 92000
2003 0.34 -0.41 -0.09 4.1 539 139000
2004 0.79 -0.40 -0.12 4.7 452 92000
2005 -0.05 -0.43 0.01 3.8 501 107000
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[18]. Such investigation has not been performed for this study
and more statistically significant results could be obtained with
a further analysis of the present data set.

Acknowledgments: The IMF and solar wind data were ob-
tained from the ACE Magnetic Field instrument (PI: N. Ness,
Bartol Research Institute) and the ACE Solar Wind Experiment
(PI: D. J. McComas, Southwest Research Institute). This in-
vestigation was supported through subcontract number 03-757
at the University of California at Berkeley under NASA grant
NAG5-12762 to the University of New Hampshire.

References

1. Akasofu, S.-I., The development of the auroral substorm, Planet.
Space Sci., 12, 273, 1964.

2. Birn , J., M. Hesse, G. Haerendel, W. Baumjohann, K. Shiokawa,
Flow braking and the substorm current wedge, J. Geophys. Res.,
104, 19895, 1999.

3. Craven, J.D. and L.A. Frank, Diagnosis of auroral dynamics us-
ing global auroral imaging with emphasis on large-scale evolu-
tion, in Auroral Physics, ed. C.-I. Meng,M.J. Rycroft, and L.A.
Frank, pp. 273-297, Cambridge Univ. Press, New York, 1991.

4. Frey, H.U., S. B. Mende, T.J. Immel, J.-C. Gérard, B. Hubert, S.
Habraken, J. Spann, G.R. Gladstone, D.V. Bisikalo, V.I. Shem-
atovich, Summary of quantitative interpretation of IMAGE far
ultraviolet auroral data, Space Science Reviews, 109, 255, 2003.

5. Frey, H.U., S.B. Mende, V. Angelopoulos, E.F. Donovan, Sub-
storm onset observations by IMAGE-FUV, J. Geophys. Res.,
109, A10304, doi:10.1029/2004JA010607, 2004.

6. Gérard, J.-C., B. Hubert, A. Grard, M. Meurant, S.B. Mende,
Solar wind control of auroral substorm onset locations observed
with the IMAGE-FUV imagers, J. Geophys. Res., 109, A03208,
doi:10.1029/2003JA010129, 2004.

7. Henderson, M.G. and J.S. Murphree, Comparison of Viking on-
set locations with the predictions of the thermal catastrophe
model, J. Geophys. Res., 100, 1857, 1995.

8. Holzworth, R.H. and C.-I. Meng, Mathematical representation of
the auroral oval, Geophys. Res. Lett., 2, 377, 1975.

9. Hones, E.W., Plasma flows in the magnetotail and its implica-
tions for substorm theories, in Dynamics of the Magnetosphere,
ed. S.-I. Akasofu, pp. 545-562, D. Reidel, Norwell, Mass., 1979.

10. Huttunen, K.E.J., R. Schwenn, V. Bothmer, H.E.J. Koskinen,
Properties and geoeffectiveness of magnetic clouds in the rising,
maximum and early declining phases of solar cycle 23, Ann Geo-
phys., 23, 625, 2005.

11. Liou, K., P.T. Newell, D.G. Sibeck, C.-I. Meng, M. Brittnacher,
and G. Parks, Observation of IMF and seasonal effects in the
location of auroral substorm onset, J. Geophys. Res., 106, 5799,
2001.

12. Liu, Y., J.D. Richardson, and J.W. Belcher, A statistical study of
the properties of interplanetary coronal mass ejections from 0.3
to 5.4 AU, Planet. Space Sci., 53, 3, 2005.

13. Lui A.T.Y., A. Mankofsky, C.-L. Chang, K. Papadopoulos, C.S.
Wu, A current disruption mechanism in the neutral sheet: a pos-
sible trigger for substorm expansions, Geophys. Res. Lett., 17,
745, 1990.

14. Lui, A.T.Y., C.-L. Chang, A. Mankofsky, H.-K. Wong, and D.
Winske, A cross-field current instability for substorm expansion,
J. Geophys. Res., 96, 11389, 1991.

15. Lyons, L.R., Substorms: Fundamental observational features,
distinction from other disturbances, and external triggering, J.
Geophys. Res., 101, 13011, 1996.

16. McPherron, R.L., Substorm related changes in the geomagnetic
tail: the growth phase, Planet. Space Sci., 20, 1521, 1972.

17. Mende, S. B. et al., Far ultraviolet imaging from the IMAGE
spacecraft, Space Sci. Rev., 91, 287, 2000.

18. Mende, S.B., H.U. Frey, B.J. Morsony, and T.J. Immel, Statist-
ical behavior of proton and electron auroras during substorms, J.
Geophys. Res., 108, 1339, doi:10.1029/2002JA009751, 2003.

19. Østgaard, N., S.B. Mende, H.U. Frey, T.J. Immel, L.A. Frank,
J.B. Sigwarth, T.J. Stubbs, Interplanetary magnetic field con-
trol of the location of substorm onset and auroral features in
the conjugate hemispheres, J. Geophys. Res., 109, A07204,
doi:10.1029/2003JA010370, 2004.

20. Parkinson, M.L., M. Pinnock, J.A. Wild, M. Lester, T.K. Yeo-
man, S.E. Milan, H. Ye, J.C. Devlin, H.U. Frey, and T. Kikuchi,
Interhemispheric asymmetries in the occurrence of magnetically
conjugate sub-auroral polarization streams, Ann. Geophys., 23,
1371-1390, 2005

21. Provan, G., M. Lester, S. Mende, and S. Milan, Statistical study
of high-latitude plasma flow during magnetospheric substorms,
Ann. Geophys., 22, 3607, 2004.

22. Shiokawa, K. G. Haerendel, W. Baumjohann, Azimuthal pres-
sure gradient as driving force of substorm currents, Geophys.
Res. Lett., 25, 959, 1998.

23. Tanskanen E., T.I. Pulkkinen, H.E.J. Koskinen, J.A. Slavin, Sub-
storm energy budget during low and high solar activity: 1997 and
1999 compared, J. Geophys. Res., 107, 15-1-11, 2002.
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Polar spacecraft observations near 9 RE: rapid
multiple dipolarizations and their interpretation

Y. S. Ge, C. T. Russell, T.-S. Hsu, and R. L. McPherron

Abstract: The Polar spacecraft has probed the near-Earth tail region at 9 RE with its orbit in the meridian plane and
apogee near the magnetic equator. The onboard magnetometer frequently recorded dipolarizations of the magnetic
field during the crossing of the current sheet, including rapid multiple dipolarizations. The interval between two rapid
dipolarizations is about 30 minutes, which is close to the time interval of multiple Pi 2 pulsations in a substorm. On
several occasions, three or more dipolarizations occur within 2 hours, but most occurrences involve have two rapid
dipolarizations. The normal component of the magnetic field to the current sheet rises in a stepwise manner in some
events. In others it recovers to the previous level before the next dipolarization. Rapid multiple dipolarizations may occur
in a single substorm. We interpret these dipolarizations in terms of the initial onset of reconnection in the near-Earth
plasma sheet, followed by more rapid reconnection when lobe plasma reaches the x-point and reconnection on open field
lines releases the plasmoid.

Key words: Substroms, Dipolarization, Reconnection.

1. Introduction

Multiple onsets are a common feature of substorms observed
on the ground. If these occur before the main breakup, they are
called pseudobreakups [2, 5]. After onset they are referred to
as intensifications. Koskinen et al. [2] and Nakamura et al. [5]
showed that pseudobreakups have almost all of the features of
a substorm onset, but the disturbance seems to ”quench” rather
than proceed to full expansion phase development. Pseudo-
breakup features are found to subside quickly and be tightly
localized [5]. However, the physics behind pseudobreakups has
not been clearly understood. Dipolarization of the tail magnetic
field which is often used to study the onset of magnetospheric
substorms is an important feature at onsets. In near-Earth tail
region beyond the geosynchronous orbit, the dipolarization is
believed caused by the pile-up of magnetic flux transported
from tail by reconnection processes [9]. The investigation of
multiple dipolarizations in near-Earth region at multiple onsets
can help us to understand what leads to the different evolutions
of pseudo-onsets and major onsets.

In the Near-Earth Neutral Line (NENL) model of substorms,
near-Earth reconnection takes place in two stages, i.e., on closed
field lines and then on open lobe field lines. Recently, Russell
[8] re-emphasized their behavior while presenting a substorm
triggering model to understand how northward turnings of the
IMF can lead to substorm expansion onsets. In this model, the
two stages of reconnection are modulated by the conditions
of IMF and a pseudo-onset should take place before the ma-
jor one. This model is also consistent with the observational
conclusiong of Mishin et al., [3, 4] that substorms have two
distinct forms of onset. Though many studies of pseudo-onset
using ground observations have been made, the investigations
on their signatures in space have rarely been performed. The in

Received 13 June 2006.

Y. S. Ge, C. T. Russell, T.-S. Hsu, and R. L. McPherron. Insti-
tute of Geophysics and Planetary Physics, University of California
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situ observations can be more revealing because some ground
signatures of pseudo-onset are very weak or localized. In this
work, we use the Polar spacecraft studying the multiple onsets
seen in near-Earth tail region where is believed the earthward
transported flux starts to pile up.

2. Near-Earth Tail Magnetic Field
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Fig. 1. Minimum magnetic field each orbit (2001-2003) when
Polar was at apogee and within 2 hours LT of midnight.

The Polar spacecraft with an orbit of 9 RE apogee spent sig-
nificant time at near-Earth tail region during the Falls of 2001,
2002, and 2003. Near 9 RE the tail magnetic field is usually
quiet and somewhat weakened around the current sheet where
Bx reverses. Sometimes the magnetic field is highly disturbed
and a strong tail current reduces the magnitude to a low value.
The survey using 6-second magnetic field data [7] has been
performed on each orbit in the three years when Polar’s apo-
gee was within 2 hours local time of midnight. The distribu-
tion of minimum field strength during each crossing of the cur-
rent sheet is shown in Figure 1. The median value is 20 nT,
which is much less than the contribution of the dipole field
of the Earth at 9 RE on the magnetic equator, about 40 nT.
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Weakened by the strengthened cross-tail current, sometimes
the field strength can be as low as 5 nT or less. In weak fields in
this region, many interesting disturbances are seen by the mag-
netic field measurements, e.g., the mirror mode instability (see
details in the paper ’Mirror Mode Waves Detected by Polar in
Near-Midnight Tail’, Ge et al., in preparation).

An anti-correlation is observed (Figure 2 (a) and (b)) between
the solar wind density and the dynamic pressure with the near-
tail magnetic field using one minute resolution propagated ACE
data from the advection technique of [10]. It indicates that lar-
ger solar pressures (mainly caused by larger densities) com-
press the tail field more, enhancing the tail current and produ-
cing lower fields near 9 RE. Similarly the correlation with the
convected southward IMF in Figure 2(c) shows that the more
IMF flux (left half side shows southward IMF flux) is moved to
the magnetotail, the lower is the near-Earth tail magnetic field.
More details can be found in [1].
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Fig. 2. Relation between median tail magnetic field at the current
sheet crossing (reversal in Bx) and solar wind parameters: (a).
Solar wind number density; (b). Solar wind dynamic pressure; (c).
Convected IMF flux. Values shown are medians in overlapping
(by half) bins. R is the correlation coefficient of the medians.

3. Multiple Dipolarizations

The magnetosphere can be reconfigured in shorter time than
the duration of a typical substorm. Figure 3 shows a typical
multiple dipolarization event recorded by the Polar spacecraft

in near tail. The Polar spacecraft crossed the current sheet at
1120 UT on October 16, 2001. Three sudden increases of Bz
component are seen from 1140 UT to 1230 UT. All these in-
creases are accompanied by sudden decreases of Bx compon-
ent, which indicates that the magnetic field changes from tail-
like to more dipolar field. The immediate decrease in the Bx
component and in the magnetic field strength and the fluctu-
ations of magnetic field also indicate that plasma sheet expan-
ded and Polar reentered hot plasma region. Every dipolariza-
tion has a sharp front and a following gradual decrease of Bz
component, corresponding to a explosive release of tail field
energy and a slow recovery phase respectively. But the Bz
component does not return to the level before the dipolariza-
tion. This process is repeated for three times within one hour
during this interval. The second event also involves a stretching
of tail field which is indicated by the rapid increase of Bx com-
ponent before the dipolarization. A quite weak dipolarization
occurs at 12:46 UT.
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Fig. 3. Time series of magnetic field on a multiple dipolarization
event, October 16, 2001 (6s resolution). Dash lines show the
dipolarizations seen by Polar.

Figure 4 shows the AL index and the power of ground Pi2
pulsations during this event. The Pi2 power is averaged over all
stations that recorded Pi2 onsets in MEASURE ground magne-
tometer chain. Multiple ground Pi2 onsets appear correspond-
ing to the dipolarizations except for the first one. Considering
that the MEASURE chain is located at dawn at this universal
time, this suggests that the first onset does not generate a global
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Fig. 4. Top panel: Polar MFE Bz in GSM; Middle panel:
Quick-look AL index; Bottom panel: Averaged ground Pi2 power
over MEASURE chain

Pi2 pulsation. At the second dipolarization, AL starts to drop
and ground stations record the strongest Pi2 onset, which sug-
gests that this onset can be the major onset of the substorm.
There are also multiple Pi2 onsets corresponding to the fol-
lowing dipolarizations seen by Polar, even to the minor one at
12:46 UT. However, the determination of a major onset here
should be made with care. Solely from the AL index, a ma-
jor onset would be selected corresponding to the third dipolar-
ization seen on Polar. Since there is limited station coverage
for AL near midnight at this Universal Time (12:31), the ma-
jor onset is uncertain here. Although the ground signatures for
multiple onsets are very variable and some are too weak to be
detected, in situ observations by Polar record the disturbances
more clearly. The change of magnetic field in the dipolariza-
tion for the pseudo-onset (11:32 UT) is comparable to that in
the major onset. Another multiple onsets event (details can be
found in a paper in preparation by Ge et al.) shows Pi2 onsets
as well as AL index onsets for every dipolarization when the
ground station is close to midnight. Futhermore, good optical
observations, i.e., all-sky image, in that event are very helpful
in the determination of major onsets.

The IMF condition for the event is examined using the propag-
ated ACE data which is shown in Figure 5. We can see from
this figure that the dipolarizations occur when IMF is south-
ward. The first and second dipolarizations occur when the south-

ward component of IMF begins to increase, and the third event
corresponds to a northward turning of the IMF.

4. Summary and Discussions

In substorms, multiple onsets are quite common features.
Using the Polar spacecraft magnetic field observations, we can
more readily record every onset of a substorm when the space-
craft is in the near-Earth tail region. The multiple dipolariza-
tions appear typically separated by 30 minutes which is close
to the median time separation of two consecutive Pi2 onsets on
the ground (Hsu and McPherron, submitted recently) and is
also consistent with the results of earlier work done by [6]. Pi2
pulsations generated at multiple onsets can be different. The
pseudo-onset appears to generate Pi2 pulsations that are quite
confined in local time. Determination of the substorm major
onset only from ground Pi2 and AL index should be performed
very carefully when the aurora image or observations in space
are not available.
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Fig. 5. Propagated ACE IMF data using Weimer Technique:
Three components in GSM coordinates and the field magnitude
(solid lines); Cosine of angles of three components (solid-dot
lines)

The localization of Pi2 at the pseudo-onset is not hard to un-
derstand. Since the aurora does not expand significantly in the
pseudo-breakup [5], the disturbance on polar cap region cannot
be strong enough to generate a global pulsation. In the model
suggested by [8] and also in other NENL models (e.g., [3, 4]),
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the pseudo-onset very possibly corresponds to the reconnec-
tion beginning on the closed field lines of the plasma sheet.
The reconnection rate is limited until lobe open field lines start
to reconnect. Once reconnection reaches the tail lobe, inform-
ation on the substorm can propagate quickly and globally. The
more subtle effects of the pseudo-onsets are more difficult to be
detected remotely making in situ observations more important
in this situation.

So far, we still do not have an unambiguous answer to why
the magnetosphere changes its configuration on this time scale
(around 30 minutes) during a substorm. Perhaps it is the time
for reconnection to move through the plasma sheet to the lobes.
The incoming THEMIS mission should provide the observa-
tions needed to shed light on this question.
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SuperDARN observations of ionospheric convection
during magnetospheric substorms

A. Grocott and T. K. Yeoman

Abstract: The coupled nature of the magnetosphere-ionosphere system makes measurements of ionospheric convection,
such as those provided by the SuperDARN HF radars, extremely useful in diagnosing magnetospheric dynamics.
Flux Transfer Events (FTEs) at the dayside magnetopause, for example, are well-resolved in ionospheric flow data as
Pulsed Ionospheric Flows (PIFs). Similarly, Bursty Bulk Flows (BBFs) associated with the earthward transport of flux
in the tail have a discernable flow signature in the nightside ionosphere. The large-scale convection associated with
magnetospheric substorms is also readily identifiable in ionosphere flow data. During the growth phase, for example,
the expansion of the polar cap due to enhanced open flux production is evidenced in the equatorward motion of radar
backscatter. On the nightside, fast equatorward flows emanating from the polar cap after substorm onset, followed by a
poleward contraction of the flow reversal boundary, provide evidence for tail reconnection and the closure of open flux.
The complex electrodynamics associated with substorms, however, ensures immense variety in the nature of the flow
signatures which are observed. Some studies, for example, have reported a reduction in the nightside flows at the time of
substorm onset, possibly resulting from enhancements in auroral conductivity associated with substorm energetic particle
precipitation which imposes a limit on the size of the local electric field. Enhanced electric field phenomena such as
Substorm-Associated Radar Auroral Surges (SARAS) and Auroral Westward Flow Channels (AWFC) provide additional
constraints on the global substorm picture. This paper provides an overview of these and other important convection
signatures associated with substorms and briefly discuss how future developments of SuperDARN can further enhance our
understanding of substorm physics.

Key words: SuperDARN, Convection.

1. Introduction

Magnetospheric substorms are a major contributing factor to
large-scale magnetosphere-ionosphere dynamics and give rise
to some of the most significant auroral and magnetospheric dis-
turbances that occur in the terrestrial system. As a consequence
they have been extensively studied over the past 40 years and
many aspects of their large-scale behaviour are now very well
understood. Early studies of substorm current systems identi-
fied two distinct patterns of ionospheric currents [5]. The first
of these, referred to as DP-2 (disturbance polar of the second
type), corresponds to the twin-vortex current pattern driven
by magnetospheric convection, and the resulting eastward and
westward convection electrojets in the dawn and dusk auroral
zones. This current system is associated with a substorm growth
phase in which energy extracted from the solar wind is stored
in the magnetosphere [33]. During this interval an enhance-
ment in magnetospheric and ionospheric convection, being driv-
en by reconnection at the dayside magnetopause, causes an in-
crease in the size of the polar cap and a growth in the convec-
tion electrojets. The second pattern, DP-1, corresponds to the
ionospheric portion of the substorm current wedge and takes
the form of an enhanced westward current in the midnight sec-
tor auroral zone called the substorm electrojet [1]. This current
system is governed by enhancements in conductivity rather
than in the electric field [27] and as such it is not representative
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of the flow. HF radars, however, make direct measurements of
the ionospheric convection and are therefore able to observe
the electric field during all phases of a substorm. This paper
presents a review of HF radar studies which have contributed
to our current understanding of substorm physics.

2. SuperDARN

The Super Dual Auroral Radar Network (SuperDARN) is an
international array of HF coherent radars spanning the auroral
regions of both the northern and southern hemispheres [16].
At the present time, the northern hemisphere network con-
sists of ten radars and the southern hemisphere network con-
sists of seven. In standard operating mode, SuperDARN scans
through 16 beams of azimuthal separation 3.24 ◦, producing
the full fields-of-view shown in Fig. 1 (the grey field-of-view
is that of the first mid-latitude StormDARN radar, discussed
below). Each radar dwells for 3 or 7 seconds on each beam,
along which line-of-sight measurements of the convection ve-
locity are obtained, with a full scan therefore taking either 1
or 2 minutes. Large-scale maps of the high-latitude convection
can be derived from these measurements using the ‘Map Po-
tential’ model [42]. In this model the line-of-sight velocities
are mapped onto a polar grid and used to determine a solution
for the electrostatic potential which is expressed in spherical
harmonics. The equipotentials of the solution then represent
the plasma streamlines of the modelled convection pattern. In-
formation from a statistical model [41], parameterised by con-
current IMF conditions, is used to stabilise the solution where
no measurements are available.

Int. Conf. Substorms-8 : 81–86 (2006) c© 2006 ICS-8 Canada
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Fig. 1. Fields-of-view of the northern (left) and southern (right)
hemisphere SuperDARN HF radars

3. Growth Phase Convection

Whilst there are various phenomena associated with growth
phase intervals, the primary effect leading to an expansion
phase onset is the addition of open flux to the magnetotail lobes
via reconnection at the dayside magnetopause. Flow is then ex-
cited as this newly reconnected flux is distributed around the
polar cap, which consequently expands equatorward. Shown
in Fig. 2 is a latitude-time-velocity plot of SuperDARN data,
grey-scaled to velocity either towards (positive) or away (neg-
ative) from the radar’s location (from [28]). The vertical line
indicates the time of substorm onset, prior to which the radar
scatter can be seen to have moved to lower latitudes as the
polar cap expanded. Observations such as these are common
during substorm growth phases, and fairly straightforward to
interpret. As can be seen, however, after substorm onset the
nature of the scatter changes - in places it actually disappears
- and in general interpretation of the data becomes a lot more
complicated, and to a certain degree, more interesting.

4. Expansion Phase Observations

Although there is still much to be learned about the complex
nature of substorm electrodynamics, the basic flow features as-
sociated with the expansion phase were revealed by one of the
earliest studies using HF radars [35]. These features are illus-
trated in the example of Fig. 3, which shows the local convec-
tion pattern derived from SuperDARN data during the evolu-
tion of a substorm [48]. The top panel shows the pre-onset con-
ditions, which consist of a nominal twin-cell convection pat-
tern. Then, just after onset (2nd panel) a suppression of the flow
becomes evident at the location of the substorm bulge, with
faster flows being diverted around the sides. About 10 minutes
into the expansion phase (3rd panel) the twin-vortex pattern re-
appears as the falling conductivity ‘frees up’ flux which can be
convected away.

As was mentioned earlier, in addition to the suppression of
flow, there is sometimes a loss of data altogether during the
substorm expansion phase. This was investigated by a num-
ber of studies and was found to be due to absorption of the
HF radio signal by the enhanced electron densities in the pre-
cipitation region [34]. Whilst observing the expansion phase
using HF radars can therefore prove problematic, there are of-
ten large areas of radar scatter still present in the vicinity of the
substorm disturbed region which can reveal much about the
electrodynamics. In the example presented in Fig. 4, a number
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Fig. 2. Line-of-sight SuperDARN radar data illustrating the
equatorward motion of backscatter during the substorm growth
phase, from [28]

of substorm cycles are shown (onsets marked with the vertical
dashed lines) where there are continuous data over much of the
interval [47]. Between 2130 and 2200 UT there was evidence
of an ongoing growth phase, with scatter continuing to expand
equatorward. After this time, between 2200 and 2230 UT, a
clear poleward motion of the scatter is evident, implying a con-
traction of the polar cap, presumably due to the removal of
open flux by tail reconnection.

4.1. Large-scale Convection
The ability to combine observations from a large number of

radars makes SuperDARN ideally suited to investigating large-
scale convection. Following earlier work on boundary motions
and flows [40, 44, 13] it was supposed that significant large-
scale twin-vortex flows should be excited during substorms,
corresponding in essence to the DP-2 current systems asso-
ciated with dayside-driven convection cited above [6]. Obser-
vations have been reported of surges of transpolar flow into
the midnight sector associated with a substorm intensification,
which it was suggested were due to bursts of reconnection in
the tail [12]. Analyses of SuperDARN flow data obtained dur-
ing isolated substorms have also been presented, that found
evidence for the excitation of twin-vortex flow cells centred in
the nightside ionosphere, which enhance the transpolar voltage
by ∼40 kV compared with pre-onset values [17, 18]. This is il-
lustrated in Fig. 5, which shows maps of the northern hemi-
sphere high-latitude convection before (top panel) and after
(bottom panel) the onset of a substorm. The excitation of flow
(e.g. longer vectors on the bottom map) and enhanced voltage
are clearly evident. Following this work, a statistical study of
substorm flows was conducted which also revealed enhance-
ments across the polar cap and in the low-latitude return flow
region during the expansion phase [39]. A systematic increase
in the transpolar voltage from ∼40 kV 2 minutes before on-
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Fig. 3. SuperDARN convection maps showing the development of
substorm flows, from [48]

Fig. 4. SuperDARN line-of-sight velocity data showing the
development of the ionospheric flows during a number of
substorm cycles, from [47]

set to ∼75 kV 12 minutes after was also found, and this was
attributed to the removal of open flux from the polar cap by
nightside reconnection.

Other studies of the ionospheric response to substorms have
suggested that convection enhancements occur simultaneously
across the ionosphere, with an imposed electric field affecting
the global current systems. For example, measurements of the
electric field response some 90◦ of longitude away from the on-
set region have revealed enhancements coincident with onset
[36]. In contrast to this, observations of a global reduction in
ionospheric convection at the time of substorm onset have also
been reported [32]. This reduction occurred in concert with a
northward turning of the IMF, however, which is something
often found to precede a substorm onset and will itself cause
a reduction in the solar wind driven flows. If no direct evid-

ence of substorm driven flows is observed by SuperDARN on
the nightside, then the level of global convection will indeed
appear to be reduced. Recent studies of the dayside convection
response to substorms, which occurred during steady IMF con-
ditions such that changes in the level of solar wind driven con-
vection are not apparent, have indeed revealed enhancements
in the convection, beginning about 10-15 minutes after the time
of substorm onset observed by ground magnetometers [25].

Finally, recent work has discussed the possibility of two dis-
tinct flow systems in the substorm convection pattern [29, 26].
The first is a post-midnight anticlockwise convection vortex
(PoACV) at higher latitudes and the second is an azimuthally
extended clockwise vortex at lower latitudes. These are ex-
plained in terms of a combination of the nightside reconnec-
tion driven twin-vortex flows and those resulting from field line
slippage processes associated with dipolarisation [30].

4.2. Mesoscale Convection Features
Whilst it is thus becoming clear that large-scale electric

fields play a significant role in the electrodynamics of the sub-
storm expansion phase, it is also apparent that mesoscale phe-
nomena are integral to the substorm process. For example,
azimuthally-localised impulsive events have been observed
in which auroras are first intensified at the poleward bound-
ary of the nightside auroral zone, and then expand equator-
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Fig. 6. SuperDARN line-of-sight radar data and IMAGE FUV
auroral data of the ionospheric signature of a Bursty Bulk Flow,
from [20]

ward, reaching to near the equatorward boundary of the oval
emissions after ∼5 min [23]. These events, termed ‘poleward
boundary intensifications’ (PBIs) [31], have been found to oc-
cur in all phases of the substorm cycle, including during long
intervals of magnetic quiet, though they appear to be more fre-
quent during substorm expansion phases. They are associated
with azimuthally-localised ‘bursty bulk flows’ (BBFs) in the
near-Earth plasma sheet [3, 4] and the excitation of flow in the
ionosphere [9, 46, 20, 21]. These features are strongly suggest-
ive of the occurrence of localised impulsive reconnection in the
tail [7, 8]. Pseudobreakups, occurring during substorm growth
phase, have also been associated with BBFs [20] and have been
shown to accompany significant enhancements in the nightside
flux closure rate [24].

The ionospheric counterpart of a BBF which occurred dur-
ing a pseudobreakup in the course of a substorm growth phase,
about 10 min after a southward turning of the IMF and ∼50-
60 min before a major expansion phase onset, was recently
studied in some detail [20]. This was the first study showing
both the ionospheric flow pattern and the auroral activation as-
sociated with the simultaneous observation of a flow burst in
the magnetosphere. Ionospheric observations during the flow
event observed by the CUTLASS radars (the eastern most pair
of SuperDARN) and the FUV auroral imager on the IMAGE
spacecraft are shown in Fig. 6. A small, negative excursion in
the X component of the magnetic field with an amplitude of
10 nT and some Pi2 activity, were observed at ground stations
close to the footprint of Cluster during the BBF (not shown).
Clear signatures associated with the BBF are observed in the
ionospheric flow obtained by CUTLASS, as well as in the au-
roral precipitation pattern in the IMAGE UV data.

An extended study of the ionospheric signatures of BBFs
and their relationship to the substorm cycle is currently being
undertaken (e.g. [21]) and some examples are shown in Fig. 7.
The top example shows the signature of a BBF observed during
the recovery phase of a substorm. As can be seen in the figure,
this BBF occurred in association with a poleward boundary in-
tensification and was accompanied by an enhancement in the
auroral zone flows. The middle panel shows the flow signature
of a BBF which occurred during an interval of northward IMF.
Here, the flow pattern developed into an azimuthal configura-
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Fig. 7. SuperDARN convection maps with superimposed IMAGE
FUV auroral data showing the ionospheric signature of a selection
of Bursty Bulk Flows.

tion, which has been previously related to tail reconnection un-
der the continued influence of IMF By [19, 22]. In the bottom
panel, the flows associated with a BBF that occurred during a
small (∼100 nT) substorm are shown and appear to take the
form of enhanced return flow in the dawn convection cell. Ob-
servations such as these require further investigation if we are
to fully understand the role of BBFs in magnetospheric flux
transport.

Another series of substorm related phenomena believed to
drive magnetospheric circulation are the polarisation jets (PJs)
[15], or sub-auroral ion drifts (SAIDs) [45]. PJ/SAIDs are fast
(1 - 4 km s−1) narrow (1 - 2◦) channels of westward plasma
flow which occur just equatorward of the equatorward edge of
the auroral oval in the evening sector. Related phenomena iden-
tified in radar data include substorm-associated radar auroral
surges (SARAS) [14, 43] and auroral westward flow channels
(AWFCs) [37, 38]. AWFCs, however, have been observed to
appear any time between substorm onset and recovery [38]
whereas PJ/SAIDs identified in satellite data appear during re-
covery [2]. The term ‘sub-auroral polarisation stream’ (SAPS)
is used to encompass all of these phenomena [10], which in-
cludes broader (3 - 5◦), weaker (100 - 400 m s−1), background
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flows which persist beyond midnight into the predawn sec-
tor. These sub-auroral electric fields play critical roles in ener-
gising and transporting ring current ions as well as convecting
thermal plasma in the inner magnetosphere and mid- to low-
latitude ionosphere [11].

5. StormDARN

Finally, it is worth briefly mentioning the future of Su-
perDARN, called StormDARN, which consists of a series of
mid-latitude radars, ultimately extending SuperDARN cover-
age down to about 40◦ north. One such radar is already in op-
eration (shown in grey on Fig. 1) on Wallops Island. Data from
this radar have been used to produce the illustration shown
in Fig. 8, which reveals the effect on the convection pattern
of adding in lower-latitude data. It is clear that during active
times, when substorms generally occur, these new radars will
be essential if we are to fully observe the substorm disturbed
region.

6. Summary

There is little doubt that HF radar observations, such as those
provided by SuperDARN discussed above, have revealed much
about substorms and substorm-related phenomena. What is still
yet to be achieved, however, is an overall synthesis of these ob-
servations which is essential if we are to fully understand the
role of substorms in coupled magnetospheric-ionospheric dy-
namics. Clearly, the multi-instrument, multi-scale approach af-
forded to us by current Cluster-SuperDARN studies and by the
advent of Themis, KuaFu, and StormDARN, is our passport to
a more complete understanding of substorm physics.
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Are we on the right approach to solve the substorm
problem?

W. J. Heikkila

Abstract: It is time to have a serious appraisal on the correct approach to solve the substorm problem, bearing in mind
as to what happened with continental drift some four decades ago. We must deal in 3-D, not 2-D (the basis of the
reconnection model). We must ascertain the source of energy, E · J < 0, for the dissipation associated with reconnection.
We must close all currents to treat cause vs effect, i.e. E · J < 0 vs E · J > 0. We need to face some harsh realities.

Key words: magnetic reconnection, viscous interaction, substorms.

1. Introduction

After five decades of observations and theoretical research
the mechanisms for the interaction of the solar wind with the
magnetosphere are far from being resolved. Two mechanisms
have been proposed long ago in 1961, magnetic reconnection
by Dungey [10], and viscous interaction by Axford and Hines
[1]. The process of magnetic reconnection was sketched in the
x, z noon-midnight meridian plane, while viscous interaction
uses the x, y equatorial plane, both in 2-D. Importance of three
dimensions is beyond doubt; still, the difficulty in conveying
that idea on 2-D paper seemed to be overwhelming. I first dis-
cuss magnetic reconnection on the dayside since the conditions
there are easier to resolve, then the substorm problem.

2. Magnetic reconnection (MR)

An X-line, or reconnection line, appears on the dayside [10];
this is clearly the case for a southward IMF in view of topolo-
gical considerations. The magnetic field direction in the equat-
orial plane near noon meridian has to go from southward (IMF)
to northward (Earth’s dipole) in a continuous fashion, so that
somewhere it must go through zero. There is an X-line in the
magnetotail as well [10]. In fact, there should be an X-ring
around the entire magnetosphere in 3-D; the X-lines are the in-
tersection of this ring with the meridian plane. The conditions
are modified for any other choice of the IMF but the physics is
clearer for the southward case. The analysis in the x, z noon-
midnight meridian plane has been widely used in research on
magnetic reconnection, both dayside and nightside, even in the
presentation of substorm data.

2.1. Reconnection is defined in 2-D
Figure 1 shows a hatched box around the X-line with the as-

sumed spatially constant electric field; curl E is zero by defin-
ition as an initial condition. The plasma moves toward the X-
line from both sides by E×B drift. The only possible outflow
is toward open magnetic field lines (one foot in the IMF, the
other in the ionosphere). The magnetic field lines from the X-
line indicate the separatrix surfaces, S1 going to the IMF, S2
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to the geomagnetic field. One definition of reconnection that is
commonly used was well stated by Sonnerup [34] as:

Fig. 1. Plasma moving toward the X-line at the magnetopause
from both sides with the assumed spatially constant electric field;
curl E is zero as an initial condition. The only possible outflow is
toward open magnetic field lines. The magnetic field lines from
the X-line indicate the separatrix surfaces, S1 going to the IMF,
S2 to the geomagnetic field.

“any plasma process with a non-zero component
along the X-line separating magnetic fields from
two different sources. · · · No plasma physics has
been introduced into the above discussion but it is
the presence of a highly conducting plasma that
assures that the condition E · B = 0 is satisfied
everywhere except at the separator.”

The above definition was viewed as being quite general and
broad, non-restrictive. This in spite of the requirement “the
condition E ·B = 0 is satisfied everywhere except at the separ-
ator”, this implying that essential plasma physics must be used
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in the explanation (see Section 4.3.4). In contrast to the out-
flow with MR on open magnetic field lines, the low latitude
boundary layer extends to closed field lines.

MR has led to considerable research for over the past four
decades. Birn et al. [3, p.3718] summarized the results of a
coordinated study in the Geospace Environmental Modeling
(GEM) program. “The key conclusion of this project is that
the Hall effect is the critical factor which must be included
to model collisionless magnetic reconnection.” These authors
continue with an important stipulation:

“The conclusions of this study pertain explicitly to
the 2-D system. There is mounting evidence that
the narrow layers which develop during reconnec-
tion in the 2-D model are strongly unstable to a
variety of modes in the full 3-D system.”

2.2. Anomalous resistivity
The constant electric field did pose a significant problem,

that of maintaining an electric field when the Lorentz force
vanishes at the X-line. An anomalous resistivity seemed to be a
requirement in the so-called diffusion region [31]. This is still
unresolved, prompting an article by Coroniti, Turbulent Dis-
sipation: Reality or Myth [8]. In spite of this warning, the re-
connection model continues to be in 2-D. The manner in which
the electric field is handled in the theoretical work is commonly
stated as follows [30]:

“We divide the problem into two parts. One part
concerns the specification of the electric field in-
side the diffusion region. The process which gives
rise to this electric field should be studied with the
aid of kinetic theory. This topic is poorly under-
stood at present and seems to depend on the partic-
ular situation being considered. We therefore pre-
scribe the reconnection electric field as an input
parameter, i.e., a given function along the recon-
nection line, which is directed along the y axis.
This allows us to investigate the large-scale con-
sequences of an arbitrary functional behavior of
the reconnection rate, which forms the second part
of the problem. Strictly speaking, of course, we
should solve these two parts self-consistently.”

2.3. Source of energy dissipated by MR
In reconnection theory only the dissipation is considered, an

electrical load with E · J > 0 (current parallel to the electric
field). In 2-D it is not possible to discuss the source of this
energy, to search for another region in space where E · J < 0
in the same current circuit. It is very important to develop a
model of a substorm in 3-D for this reason alone. This has
been echoed by Siebert and Siscoe [32]:

“The result has the profound consequence that if
there is a segment of a closed current tube in which
energy is being dissipated (for example, in mag-
netic reconnection), and thus J·E is positive, there
must exist another segment of the [current] tube
in which J · E is negative so as to exactly com-
pensate for the dissipation segment in the closed
line integral of I.”

In the case of the Dungey model of the magnetosphere there
is a dynamo with E · J < 0 over the lobe magnetopause (the
current being in the dusk-dawn direction with the assumed
dawn-dusk electric field); this could, in principle, deliver en-
ergy in the steady state by the magnetopause current to the
reconnection region with E · J > 0 (both dayside reconnec-
tion but also nightside reconnection within the magnetotail).
Thus the source of energy for dayside reconnection is not up-
stream, as suggested by steady state reconnection defined in
two dimensions, with the inflow of magnetic energy to power
dayside reconnection, but it is instead a dynamo over the lobes.
However, there are questions for the reality of this location of
the dynamo, e.g., the northward direction of the magnetic field
(see Figure 3), travel time for the energy, and several more.

2.4. Definition of Magnetic Reconnection

The definition of reconnection [34] seems to be quite gen-
eral; however, it is fatally deficient in that it does not address
the essential quantity: curl E. This does not mean that the state
of interconnection between the geomagneticfield and the inter-
planetary magnetic field can not change, but it does mean that
the advocated process is not relevant to such changes. Only the
following term is concerned with magnetic energy:

∫∫∫
vol

B
µ0

· ∂B
∂t

dτ =
d

dt

∫∫∫
vol

B2

2µ0
dτ (1)

The wrong term was used, and still is, in Poynting’s theorem
for the reconnection problem [17]. By this simple, yet funda-
mental, argument it can be concluded that magnetic reconnec-
tion, as presently understood, and practiced, is unphysical.

2.5. Interconnection of magnetic fields

The above volume integral has been used in [17] for analysis
of plasma transfer events (PTE, considered in the next section).
True reconnection is accomplished only by the electromotive
force through which energy can be interchanged with stored
magnetic energy. By Faraday’s law

∇× E = −∂B/∂t (2)

we see that curl E is vital to deal with changes in the mag-
netic field. Such a curl is not included as an initial condition
in Figure 1 because the electric field is assumed to be spatially
constant, thus no curl. This is obvious in the integral form:

ε =
∮

E · dl = −dΦM/dt (3)

where ε is the electromotive force (ΦM is the magnetic flux
through the contour). The sense of the electric field is different
on the two sides of the magnetopause [16]; a finite value for
the line integral over any closed path that includes the mag-
netopause means a finite electromotive force. Energy can be
extracted from the magnetic field; the induction electric field
acts as intermediary.
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Fig. 2. A localized plasma cloud impacting the magnetopause
current sheet. With it’s assumed excess momentum it distorts the
current, a localized meander, causing an induction electric field
as indicated, everywhere opposed to the current perturbation by
Lenz’s law. The plasma response depends on the conductivity; in
a collisionless plasma the Pedersen conductivity vanishes, but the
field-aligned conductivity is very high, denoting a dependence on
the interplanetary magnetic field (IMF).

3. Viscous interaction (VI)

I accept the view that the existence of the boundary layer
inside the magnetopause (LLBL) is crucial to the physics of
the magnetosphere [7, 11, 15, 22, 23]. The boundary layer
flow is so massive that it can generate its own electric field
by a polarization current for continued anti-sunward flow. At
great distances (some 100 RE downstream from the earth) the
dawn and dusk boundary layers become joined together, and
the magnetotail from there is essentially just boundary layer
plasma, on closed magnetic field lines, all traveling tailward
with no return flow [33, 37] (see Figure 4).

It is a dynamo with E ·J < 0, energy going from the plasma
to the electromagnetic field. This is the viscous interaction that
Axford and Hines [1] had sought. When they proposed their
process they had little idea as to the responsible mechanism
for the effective viscosity [private communication by Hines,
1985]. The LLBL had not been discovered.

3.1. Faraday’s law and electromotive force (emf)
Figure 2 shows a cloud of magnetosheath plasma impact-

ing the magnetopause current. It is assumed that the magnetic
flux tube extends in the z-direction; nevertheless, the figure
is essentially three dimensional: x − z to show the magnetic
topology, and x − y to show curl E with finite dimension in
the y-direction. The induced electric field shown follows from
elementary electromagnetic theory; the assumed motion of the
magnetopause, an earthward meander of the magnetopause cur-
rent, will create and induction electric field, with a finite curl
[17].

3.2. The total electric field
The electric field shown in Figure 2 is only the induction

electric field. It is likely that the local plasma can modify this
field, for example by charge separation to create an electro-
static field if the normal component of the magnetic field is

finite. Briefly, the plasma response depends on the local con-
ductivity, or rather, the tensor conductivity in the gyromagnetic
medium. A collisionless plasma has a Pedersen conductivity
that is very low. On the other hand, the direct conductivity
along the magnetic field is very high. Thus we expect that the
actual electric field at the magnetopause depends on having a
finite Bn at the magnetopause. The electric field two sources:

E = −∇φ − ∂A/∂t (4)

The electrostatic field is conservative, while the induction is
solenoidal. A localized induction electric field is forced upon
the plasma, not an electrostatic field. It is entirely local, op-
posed to the current perturbation by Lenz’s law.

3.2.1. Motion of the magnetopause with Bn = 0
We need to consider 2 cases regarding Bn. If Bn = 0 the

plasma cannot respond by charge separation, and no electro-
static field is created. The magnetosheath flow is tangential to
the magnetopause as observed in [25] with low shear.

3.2.2. Response of the plasma: Bn is finite
The plasma response changes dramatically with an open mag-

netosphere. If there is a normal component of the magnetic
field through the current sheet Eind can polarize the plasma
along Bn causing an electrostatic field tangential to the MP.
We see that this Ees will drive the SW plasma into the current
sheet, in the reconnection frame [ 25].

On the other side, since both B and E reverse, the electric
drift E× B will be also earthward. Plasma transfer is created.

3.3. Plasma transfer event (PTE)
There is no question about the reality of a plasma transfer

event (PTE); observations come from a variety of sources be-
ginning with the rocket results of Carlson and Torbert [6] (see
the reviews in [17, 21, 23, 38]).

In summary, there are two complementary processes: po-
larization electric field, which does not depend on the move-
ment of the magnetopause itself, and induction electric field
due to magnetopause erosion, which does. Lemaire and Roth
[21] used electric energy of the plasma, i.e. plasma in motion,
in a process they called impulsive penetration (IP), based on
the pioneering work by Schmidt [28, 29]. I used a different
process, that of tapping magnetic energy with the induction
electric field in a complete current circuit [17].

A finite Bn is crucial to the PTE. This process was seen by
C3 of the Cluster mission [19].

3.4. Low latitude boundary layer (LLBL)
The LLBL is earthward of separatrix S2, on closed field

lines [11, 12, 13]. This layer completely insulates the plasma
mantle on open field lines from the plasma sheet. Plasma flow
must still be tailward; it is strong flow of a hefty plasma, (n ∼
1 − 5 cm−3 [37], delivering ion/electrons of about ∼ 1027/s).
Since this is mostly E × B flow it is necessary to maintain an
electric field on closed field lines; this is accomplished by a
polarization current (preceding section). The polarization cur-
rent has to move charges against the field, so that it must be a
dynamo with E · J < 0.
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Fig. 3. Top: Plasma sheet Bz as a function of X in the anti-
sunward direction. The averages (20RE bins) and variances are
shown with heavy lines. Middle: Plasma sheet Bz at current
sheet crossings (|BX | < 0.5 nT). The averages and variances are
shown. Bottom: A quasi-three-dimensional view of the Bz at the
plasma sheet. The vertical bars indicate the average Bz , the scale
is given in the lower left hand corner [26] .

4. The substorm problem

A magnetospheric substorm is a transient process of energy
storage, release, and dissipation. For the past 40 years many
substorm models have been put forward but none can com-
pletely explain the various phenomena of substorms. Accord-
ing to Vasyliunas, “Explaining the sudden onset of the expan-
sion phase of magnetospheric substorms has proved to be one
of the most intractable problems in magnetospheric physics to
date” [36]. Baker et al. noted: “· · · fundamental issues remain
to be resolved. Why, for example, is the magnetosphere stable
most of the time, and why do substorms occur just when they
do? What allows the violation of the frozen-flux constraint ne-
cessary for an efficient energy release by reconnection in the
course of substorms?” [2].

4.1. The setting
Several spacecraft have explored the magnetotail as far as

220 RE ; [26] have used ISEE-3 to evaluate the z-component
Bz as shown by Figure 3. They found that it was positive
(northward) in the average values, using all the data in the
top panel, but also in the current sheet. It did not reverse as
it should have according to the Dungey model.

4.2. The far tail is a dynamo
It was found that at 180 RE the plasma flow was tailward,

implying an electric field that was from dusk to dawn [33, 37].
Since the current was dawn-dusk in view of the extreme tail-
like shape, the conclusion is that E · J < 0 (see Figure 4).

4.2.1. Exit at the distant magnetopause
All that plasma must exit the closed field line region that

is apparent in Figure 3 beyond several 100 RE to the right in
Figure 4 [14] . Perhaps the process is similar to a PTE event on
the dayside.

4.2.2. The dip in Bz at 120 RE

Something strange happens just beyond 100 RE ; it appears
to be where the plasma sheet boundary (PSBL) is located. The
dip in Bz at 120 RE could be caused by a cross-tail current sep-
arating the plasma sheet (with earthward flow) with the LLBL
(with tailward flow).

4.3. Substorms begin near midnight
A substorm is initiated by a growth phase which feeds particles

and energy into the plasma sheet. The plasma supplies this en-
ergy by a dynamo in the LLBL where E · J < 0: the plasma
particles release energy to the electromagneticfield. In contrast
to this is a region where E · J > 0: here the particles are ac-
celerated and energy is dissipated, as in auroral arcs, in auroral
electrojets, in the hypothesized ‘reconnection’ region.

4.3.1. Trigger phase
This important activity is localized in the plasma sheet at

first during a trigger phase, reaching into the distant boundary
layer somewhat later. In fact, we have known for a long time
that a breakup usually starts on an equatorward arc; therefore,
we must look in the inner plasma sheet (10 − 20 RE) for the
trigger mechanism.

We have proposed [18] that the appropriate instability to
trigger a substorm is a tailward meander in the equatorial plane
of the strong current filament that develops during the growth
phase. From this single assumption follows the entire sequence
of events for a substorm.

4.3.2. Motion becomes chaotic
The particle acceleration mechanism in the plasma sheet is

curvature drift with a dawn-dusk electric field, leading to the
production of auroral arcs. Eventually the curvature becomes
so high that the ions cannot negotiate the sharp turn at the field-
reversal region, locally, at a certain time [9]. The particle mo-
tion becomes chaotic, causing a local outward meander of the
cross-tail current.

4.3.3. Electromotive instability
An induction electric field is produced Eind = −∂A/∂t, by

Lenz’s law. An outward meander with Bz > 0 causes E × B
flow everywhere out from the disturbance; this reaction is a
macroscopic instability which we designate the electromotive
instability.
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Fig. 4. Two views of the magnetosphere, noon-midnight median
(top) and equatorial (bottom). The low latitude boundary layer is
a dipole layer with negative and positive charges for a southwrd
IMF. The dawn and dusk layers come together at 100 to 150 RE .
Middle: the profiles of the magnetic field Bz and the electric field
Ey are based on spacecraft data. During substorms plasmoids
may be created near the Earth, propagating tailwards. Within the
plasma sheet they proceed against the normal earthward flow, but
they coast with the tailward flow farther out.

4.3.4. The response of the plasma
The response of the plasma to the sudden formation of an in-

duction electric field Eind = −∂A/∂t is through charge sep-
aration and a scalar potential, Ees = −∇φ. Both types of elec-
tric fields have components parallel to B in a realistic magnetic
field. For MHD theory to hold the net E‖ must be small:

E‖ = Ees
‖ + Eind

‖ ∼ 0 (5)

This usually seems to happen because MHD often does hold,
but not always. The requirement “the condition E · B = 0 is
satisfied everywhere except at the separator” (section 2.1) does
imply some essential plasma physics.

4.3.5. Formation of field-aligned currents
Part of the response is the formation of field-aligned currents

producing the well-known substorm current diversion. This is
a direct result of a strong Eind

‖ (the cause) needed to overcome
the mirror force of the current carriers; this enables charge sep-
aration to produce an opposing electrostatic field Ees

‖ (the ef-
fect). Satellite data confirm the reality of a strong E‖ in the
plasma sheet by counter-streaming of electrons and ions [20],
and by the inverse ion time dispersion, up to several 100 keV
[27].

4.3.6. Free energy of the stressed magnetotail
However, with zero curl, the electrostatic field Ees cannot

modify the emf ε =
∮

E · dl = −dΦM/dt of the inductive
electric field Eind; the charge separation that produces a reduc-
tion in the parallel component E‖ must enhance the transverse
component E⊥. The enhanced transverse component will lead
to strong flows perpendicular to the magnetic field depending
on the solenoidal electric field (e.g. bursty bulk flows).

4.3.7. Plasmoid may be created
On the tailward side of the developing plasmoid the dusk-

dawn electric field with E · J < 0 will cause tailward motion
of the plasma; a plasmoid may be created. It will move in the
direction of least magnetic pressure, tailward. A dynamo is a
necessity since the plasmoid has to proceed against the earth-
ward flow within the plasma sheet. This may require that field
aligned currents reach into the polar caps, observed to exist as
far as 80o. Once it gets into the LLBL beyond 100 RE it can
coast along with little resistance.

4.3.8. Electric field near the emerging X-line
It is likely that an emerging X-line will develop; this will

depend on the strength of the dynamo. On the earthward side
the enhanced dawn-dusk induction electric field with E · J >
0 will cause injection into the inner plasma sheet, repeatedly
observed at moderate energies up to 50 keV.

4.3.9. Acceleration to high energies
This same electric field near the emerging X-line will ac-

celerate particles non-adiabatically to moderate energies. With
high magnetic moments in a weak magnetic field, electrons
(ions) can benefit from gradient and curvature drift to attain
high energies (by the ratio of the magnetic field magnitude) in
seconds (minutes) [4, 24].

5. Problems to be resolved

There is always a strong inclination for a body of profession-
als to oppose an unorthodox view. In the case of continental
drift Sir Edward Bullard [5] summarized his own view:

“Clearly it is more prudent to keep quiet, to be
a moderate defender of orthodoxy, or to maintain
that all is doubtful, sit on the fence, and wait in
statesmanlike ambiguity for more data (my own
line till 1959).”

as quoted by David Stern [35]. Here we must recognize some
essential points as follows.

5.1. The far tail is a dynamo with E · J < 0
5.2. Plasma must exit at the distant magnetopause
5.3. Consequences of the current between PS and LLBL
5.4. Cause(s) of the trigger phase
5.5. Limited response of the plasma,

Eind = −∂A/∂t vs Ees = −∇φ
5.6. Plasmoid and flux ropes are created
5.7. Sources of electric field near the emerging X-line
5.8. Acceleration to high energies, still unresolved
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Physics modeling of storms and substorms with
solar wind data

W. Horton, M. L. Mays, and E. Spencer

Abstract: Analytic solar wind signals are constructed using data from the ACE satellitefor the 3-6 October 2000 and
15-24 April 2002 geomagnetic storm events which included interplanetary shocks and magnetic clouds. The response
of the WINDMI model, an eight dimensional model of the solar wind driven magnetosphere-ionosphere system, to the
analytic signals was examined for these events. The role of the shocks are examined by using analytic signals in which
the shock feature in the density, solar wind velocity, and magnetic field magnitude are tested individually. During the
3-6 October 2000 event, the shock near the end of the 42 hr magnetic cloud is shown to be largely responsible for the
very large region 1 field aligned current surges associated with the −AL > 1300nT peaks at the end of the main phase
of the storm. Real-time WINDMI is being tried as a prediction tool and we briefly describe the first results in the new
mode. Real-time data from ACE is used and provides a prediction for the AL and Dst about 1-2 hours before the data is
available for these indices. We show WINDMI real-time predictions that were captured for a recent storm in 14-15 April
2006.

Key words: Substorms, Modeling.

1. Introduction

Interplanetary coronal mass ejections (ICMEs) are the inter-
planetary counterparts of coronal mass ejections (CMEs) at the
Sun and are observed as enhanced magnetic structures in the
solar wind lasting on the order of a day [7]. Magnetic clouds
(MCs) are a subclass of ICMEs with above-average strength
magnetic fields which rotate smoothly through a large angle in
a low beta plasma [1]. Earth-directed Halo ICMEs often trig-
ger geomagnetic storms such as the storms of 3-6 October 2000
and 15-24 April 2002. Interplanetary (IP) shocks and their res-
ulting geomagnetic activity are usually caused by Halo CMEs
[6–8]. Solar wind velocity and magnetic field strength vari-
ation across interplanetary shocks are correlated with the Dst
index [3]. In addition multiple interplanetary magnetic struc-
tures are more geoeffective than single interplanetary magnetic
structures [4].

In order to understand the effect of IP shocks and MCs on
geomagnetic activity, we use the WINDMI model which takes
driving voltage derived from Advanced Composition Explorer
(ACE) satellite data as input and outputs a predicted westward
auroral electrojet index (AL) and equatorial disturbance storm
time index (Dst). We construct analytic solar wind signals
from ACE data for the 3-6 October 2000 event and derive an
analytic input driving voltage. The role of the shocks are ex-
amined by removing the shock features individually from each
analytic parameter: density, solar wind velocity, and magnetic
field magnitude, then examing the change in the WINDMI out-
put of AL and Dst.

The WINDMI model is decribed in section 2. The analysis
of the shock events in the 3-6 October 2000 storm presented in
section 2.1 and the 15-24 April 2002 storm in section 2.2. The
new real-time WINDMI model is discussed in section 3.

Received 15 May 2006.
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2. WINDMI Model Description

The WINDMI model solves eight coupled ODE’s for cur-
rent, velocity, and pressure in the solar wind driven magnetosphere-
ionosphere system. The model is explained in detail in [9]
and [10]. WINDMI has ring current energization from sub-
storm injections and therefore outputs a predicted westward
auroral electrojet index (AL) and equatorial disturbance storm
time index (Dst).

Complete measurements of solar wind proton density, solar
wind velocity and the Interplanetary Magnetic Field (IMF) in
GSM coordinates for the two geomagnetic storm periods are
available from the Advance Composition Explorer (ACE) satel-
lite. We use these quantities to derive the input dynamo driving
voltage for the WINDMI model. The dynamo driving voltage
Vsw(t) was calculated from the analytic data using a formula
given by Siscoe et al. [19], [18], and [17] for the coupling of the
solar wind to the magnetopause using the solar wind dynamic
pressure Psw to determine the standoff distance. The formula
for Vsw is given by,

Vsw(kV ) = 30.0(kV ) + 57.6Esw(mV/m)P−1/6
sw (nPa) (1)

where Esw = vsw(B2
y + B2

z)1/2 sin( θ
2 ) is the solar wind elec-

tric field with respect to the magnetosphere and the dynamic
solar wind pressure Psw = nswmpv

2
sw . Here mp is the mass

of a proton. The IMF clock angle θ is given by tan−1(By/Bz).
The solar wind flow velocity vsw is taken to be approximately
the vx(t) component in GSM coordinates as measured by the
solar wind monitor ACE.

The AL index is derived from measurement of the hori-
zontal component of the Earth’s magnetic field at stations loc-
ated along the auroral arc in the Northern hemisphere. The
AL index is compiled every minute over a 24 hour period in a
day and is obtained by selecting the smallest values measured
among 12 stations located along the Auroral zone, all of them
above 50◦ latitude. The minimum values are taken to be the
strongest activity of the westward auroral electrojet and here
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it is compared to I1 of the WINDMI model, the field aligned
current (Region 1 FAC) that closes the electric current j in the
nightside magnetosphere through the nightside auroral iono-
sphere. A scaling factor is allowed in the calculation of the pre-
diction AL index from the model’s I1(t) current. The method
for determining this scaling factor is given in Spencer et al.,
2006 [20].

The Dst indices are obtained from the measurement of the
Earth’s magnetic field from observatories that are sufficiently
distant from the auroral and equatorial electrojets and located
at approximately ±20◦ latitude, while being evenly distributed
in longitude. The Dst index is compared to the output from the
WINDMI model through the ring current energy W rc using the
Dessler-Parker-Schopke relation [12].

Fig. 1. ACE satellite measurement of the solar wind velocity vx,
proton density nsw, IMF Bz and By components for October
3-7 2000, in GSM coordinates. The satellite was located at
approximately X = 224, Y = −29, Z = −5 Earth radii in GSM
coordinates during this period. The data shows a magnetic cloud
from 3 October at 10:18 UT through 5 October at 05:34 UT and
an IP shock at 02:40 UT on 5 October. On 3 and 4 October the
AL index shows the occurrence of sawtooth oscillations, during
the growth phase of the storm.
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Fig. 3. Analytic input signals for the proton density Np.
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Fig. 4. Analytic input signals for the magnetic field magnitude
B⊥. The signals for all of the input fields for WINDMI from
ACE solar wind data are shown in the above three figures. Top
graphs: Analytic input signals for WINDMI. Middle Graphs:
Analytic signals with removed shock features. Bottom graphs:
Corresponding 3-6 October 2000 ACE data. MC shows where
the magnetic cloud starts and stops. S denotes the location of the
shock.

2.1. 3-6 October 2000
Figure 1 shows ACE observations for this storm. This event

included a fast forward shock advancing into a preceding mag-
netic cloud [21]. ACE data shows a magnetic cloud from 3 Oc-
tober at 10:18 UT through 5 October at 05:34 UT lasting about
42 hours. The signature of the magnetic cloud can be seen from
the plots of IMF By and Bz in Figure 1 as sinusoid-like wave-
forms, the IMF clock angle changes linearly through an angle
of 180◦ through this period. The fast forward shock occurs at
02:40 UT on 5 October with a calculated shock speed of 534
km/s and compression ratio of 2.3. There are jumps in the ve-
locity from 364 km/s to 460 km/s, the proton density from 7
cm−3 to 16 cm−3, and perpendicular magnetic field from 7 nT
to 16 nT across the shock front.

The AL data shows a first large spike with a peak of −1938
nT occurring at 0651 UT on 5 October 2000. A second, larger
spike of approximately -2790 nT in the AL index occurrs at
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Fig. 5. WINDMI results: (a) The shock is removed from all
analytic input signals.

Fig. 6. WINDMI results: (b) The shock is removed from B⊥
only.

1210 UT on 5 October 2000 initiated by a strong southward
IMF excursion detected at ACE about an hour earlier. The Dst
minimum of -180 nT is reached on 5 October slightly after the
strong southward IMF surge.

Detailed analysis of the ACE data driven WINDMI results
is given in [20] and [11]. These data driven results for the Dst
and AL are compared to the analytic signal driven WINDMI
results. The analytic signals based on the ACE data were con-
structed using hyperbolic tangent, gaussian, and linear func-
tions. To study the role of the shock, the shock feature is re-
moved from the solar wind parameters individually. In order to
remove the shock feature from the analytic signals it was as-
sumed that the parameter values would remain the values up-
stream of the shock. To compute an analytic driving voltage,
signals for solar wind velocity vsw, proton density Np, mag-
netic field Bz , B⊥, and clock angle θ were created. In Figures
2-4 the analytic solar wind parameters of solar wind velocity,
proton density, and magnetic field are shown with and without
the shock along with the corresponding ACE data.

The solar wind driving voltage was calculated using Equa-
tion 1 with our analytic signals with and without the shock fea-
ture. Using this input solar wind driving voltage the WINDMI
model output was compared with and without the shock. In

Fig. 7. WINDMI results: (c) The shock is removed from Vsw

only.

Fig. 8. WINDMI results for the AL (middle panel) and Dst
(bottom panel) when (d) the shock is removed from Np only
when computing the solar wind driving voltage Vsw (top panel).

Figure 2 the shock feature is dropped from the solar wind ve-
locity vsw at ACE, the second AL peak (5 Oct 1200 UT) is
lost due to the decreased solar wind driving voltage. In Figure
2 the shock is dropped from Np we see an increase in both
AL peaks (5 Oct 0700 and 1200 UT) due to an increased solar
wind driving voltage. In Figure 2 the jump in B⊥ is dropped
both AL peaks (5 Oct 0700 and 1200 UT) decrease by 40%
and 70% respectively, due to significantly decreased driving
voltage. When the shock is dropped from all three paramet-
ers the result shown in Figure 2 is identical to removing the
shock from B⊥ only. These results show that the first large AL
spike with a peak of -1938 nT occurring at 0720 UT 5 October
2000 was triggered by the shock front, and most strongly by
the jump in B⊥.

2.2. 15-24 April 2002
We have begun a similar analytic signal analysis for this

storm period. ACE data during this period shows three fast for-
ward shock events which are associated with halo CMEs ob-
served in SOHO/LASCO. The first shock event occurred dur-
ing the main phase of the storm and was observed by ACE
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at 1020 UT on 17 Apr moving at a calculated shock speed
of 480 km/s and is associated with a halo CME observed by
SOHO/LASCO at 0350 UT moving at 720 km/s [16]. This
CME is observed by ACE as a MC beginning at the start of 18
Apr and continuing until approximately 0200 UT 19 Apr. The
next shock event occured during the main phase of the storm at
0801 UT on 19 Apr moving at a calculated speed of 650 km/s
and is associated with a halo CME leaving the Sun at 0826 on
17 Apr moving at 1240 km/s [2]. This MC possibly produced
the complex structure observed by ACE from 20-21 Apr. The
third shock event occurred during the recovery phase at 0413
UT on 23 Apr moving at a calculated speed of 680 km/s and is
associated with a non-geoeffective [22] halo CME leaving the
Sun at 0127 UT on 21 Apr at a speed of 2393 km/s.

The shock analysis of this storm with the WINDMI model is
ongoing but gives results consistent with those given in Section
2.1 for October. The jump in B⊥ is the dominant source for the
spikes in the AL index.

3. Real-time WINDMI

Real time measurements of the solar wind bulk velocity (V
bulk), proton number density (Np), and the interplanetary mag-
netic field (Bx, By, Bz in GSM) are available from the Ad-
vanced Composition Explorer (ACE) satellite. These quantit-
ies are used to derive an input solar wind driving voltage for
the WINDMI model. The rectified driving voltage is calcu-
lated in realtime using Vsw = vswBIMF

s Leff
y where vsw is

the x-directed component of the solar wind velocity in GSM
coordinates, BIMF

s is the southward IMF component and Leff
y

is an effective cross-tail width over which the dynamo voltage
is produced.

The WINDMI real time prediction of the AL and Dst in-
dices is updated every 10 minutes for 2 day periods. Every 10
minutes the ACE data is automatically downloaded, format-
ted, and missing data points are replaced by the data point just
before. From this data the solar wind driving voltage is calcu-
lated from both the rectified method and the Siscoe formula
given in Equation 1. Currently the model is taking the rectified
voltage as input, but this can be switched to the Siscoe driver at
any time for comparison. Using this input, the WINDMI model
runs every 10 minutes for the last 48 hour period with nominal
parameters (parameters which have not been optimized for a
particular storm) and outputs the AL and Dst prediction. The
output is shown as a series of plots on the website1, which
show real time ACE data, the calculated driving voltage, the
WINDMI AL and Dst, and real time AL and Dst data. There
is also an email alert system set up which sends a notifiation
when Dst activity is predicted below -50 nT or AL activity
above 500 nT.

WINDMI predictions are compared to near realtime quick-
look Dst data available the World Data Center for Geomagnet-
ism, Kyoto University (also downloaded automatically every
10 minutes). WINDMI predicts the Dst index about two hours
before the near realtime data is available from WDC Kyoto.
WDC Kyoto also provides real time quicklook AE index data
in the form of daily plots. WINDMI predicts the AL index
about one hour before the data is available from WDC Kyoto.

1 http://orion.ph.utexas.edu/∼windmi/realtime/

3.1. First Results: 14-15 April 2006
The first example of captured substorms by the real-time

WINDMI model was on 14-15 April 2006. There were two
storms on 5 April and 9 April leading up to 14 April, both
with Dst minima around -100 nT. In Figure 9 the downloaded
ACE real time solar wind data for this period is shown, includ-
ing the calculated driving voltages. During this period the Dst
reached a minimum of -122 nT at ∼0900 UT on 14 April and
the AL index showed several large peaks from -1000 to -1500
nT. ACE data shows a magnetic cloud at the beginning of 14
April until about 1200 UT and from 14 - 15 April the solar
wind bulk velocity was on the order of 600 km/s.

In Figure 10 the resulting AL and Dst predictions are shown
in the bottom two panels. The WDC Kyoto real time Dst index
is also plotted on the WINDMI Dst prediction plot. During
most of the initial phase of the storm, from 14 April 0000 -
0700 UT, the Dst prediction underestimates the data by 30 -
70 nT. By the end of the initial phase the prediction is within
30 nT of the data. During the main phase between 0700 - 1500
UT 14 April, the prediction overestimates the Dst by about 20
nT and is about two hours behind. The prediction follows the
Dst by 20 - 30 nT throughout the recovery phase.

The WDC Kyoto real time AE index is shown in Figure 11
in which the AL index shows a series of large peaks of about
-1000 nT at 0600 UT, -1500 nT from 1000 - 1200 UT, and -
1000 nT from 1700 - 2000 UT on 14 April. The AL continues
to oscillated until the end of 15 April up to -500 nT. The AL
prediction captures some global oscillatory behavior and the
peaks of -1000 nT and -1500 nT on 14 April and more peaks
up to -500 nT on 15 April.

Fig. 9. Real-time solar wind parameters from ACE: Solar wind
bulk velocity, proton density, Bx, By, Bz, and clock angle theta.
Bottom panels show the solar wind driving voltage calculated by
the Siscoe method (Vsw1) and rectified method (Vsw0).

3.2. Northward Turning Trigger
The northward turning trigger rules as discussed in [15] do

not work for the October 2000 and April 2002 data. More com-
plete rules have recently been proposed by Lyons at the ICS-
8 conference. They have classified global auroral responses
into a few fundamental response types, described as dynamic
pressure, substorm, and null events [14]. When the IMF is not
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Fig. 10. Real-time WINDMI model predictions of AL (middle)
and Dst (bottom) using the rectified driving volage (top)
calculated in real-time as input. The Dst prediction is shown
with a dotted line and follows the qualitative features of the data
shown as with a solid line.

strongly southward but remains negative for about 30 minutes,
and is followed by IMF changes leading to convection elec-
tric field reduction, typical substorms are observed. If it is in-
stead followed by solar wind dynamic pressure enhancements,
the magnetosphere is compressed which leads to global auroral
enhancement without substorm bulge-region aurora or current
wedge formation. When the IMF is strongly southward for a
prolonged time and IMF changes lead to convection electric
field reduction, this results in a typical substorm disturbance.
For steady, strongly southward IMF conditions, the enhance-
ment in the solar wind dynamic pressure causes compressive
auroral brightening away from the bulge region and Harang-
region substorm brightening. Null events are described as sim-
ultaneous IMF and dynamic pressure changes, which lead to
a decrease in both Ey and Btrans in the inner plasma sheet,
which prevents the occurrence of a substorm [14].

3.3. Future Work
The real-time WINDMI model can be broadened in two steps.

The first step is to add the generalized northward turning trig-
ger set of rules. An alarm would be sent with the type of con-
dition violated and record the data for that 12 hour period.
For future analysis, the second phase is building terms into
the dynamical equations that represent the physical processes
suggested by the northward turning models. In particular the
weaknening of the ratio of transitional fields B trans in the -
6.6 to -10 RE region and the strengthening of the convection
electric field pressure in the central plasma sheet.

WINDMI and real-time WINDMI will be more useful when
THEMIS (Time History of Events and their Macroscopic In-
teractions during Substorms) operates in real-time. THEMIS
consists of five identical probes with orbits near the equat-
orial magnetotail to provide prolonged tail-aligned, crosstail
and cross-sheet measurements. There will be in-situ particle
and field measurements in addition to ground magnetometer
network measurements of auroral onset [5].

Real-time WINDMI can be improved by including optim-

Fig. 11. AL data from WDC Kyoto for comparison. WINDMI
AL prediction shown in Figure 10 captures the global features
found in the data including the -1000 nT amd -1500 nT peaks on
14 April.

ization of model parameters using a genetic algorithm, which
has already been implemented for WINDMI [20]. The real-
time version would update the optimized parameters every few
hours based on the current parameters and recent magneto-
sphere conditions. Initial conditions can also be better determ-
ined by using the Local Ensemble Kalman Filter (LEKF) data
assimilation scheme used in numerical weather models [13].

4. Summary

The effect of the IP shock events during the 3-6 October
2000 and 15-24 April 2002 geomagnetic storms on the AL
and Dst indices were examined by the construction of ana-
lytic solar wind signals. WINDMI results from the analytic in-
puts show that the shock events impacted the AL index values
but changed the Dst very little. In particular the the first large
AL spike during the October storm was triggered by the shock
front, and particularly by the jump in B⊥.

The real-time WINDMI model collects ACE data every 10
minutes and outputs a prediction for the AL and Dst indices.
The AL prediction is available one hour before any AL data
is available, and for the Dst prediction this is two hours. Re-
cently the real-time model captured a storm including sub-
storms on 14-15 April 2006.
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Kinetic instabilities in substorm dynamics

W. Horton, J.-H. Kim, E. Spencer, and C. Crabtree

Abstract: A brief survey is given of the kinetic theory of plasma instabilities that are potentially important in substorm
dynamics. Instabilities associated with the release of the pressure gradients in the dipole-to-near geotail transition region
are key candidates to explain the initial release of stored energy with the simultaneous onset of auroral brightening.
Instabilities driven by the plasma sheet current gradient in the region beyond 15-20 RE are responsible for release of lobe
magnetic energy and the initiation of high speed Earthward flowing streams. Generally, either instability could occur first
or both essentially simultaneous according to local plasma gradients and the B-field.

Key words: Kinetic instability, Substorms, magnetic reconnection.

1. Introduction

Space science has been remarkably successful in identifying
the large number of plasma instabilities that occur in the mag-
netosphere and ionosphere. The one central problem where the
identification of the key instabilities is still controversial is the
substorm dynamics. Recent advances in multiple spacecraft
missions and the IMAGE space craft have defined the issues in
substorm dynamics much more sharply. At the same time the
kinetic theory of the key substorm instabilities has advanced
dramatically. Here we review the advances made in the kinetic
theory of instabilities thought to dominate the substorm prob-
lem.

There are four classes of kinetic instabilities invoked to ex-
plain the substorm growth and expansion phases. They are (1)
the pressure gradient driven ballooning interchange modes with
shear Alfvén wave polarization of δB⊥ and a smaller δB‖,
(2) the drift compressional ballooning mode driven by the ion
temperature gradient with a dominantly δB‖ polarization and
small δB⊥ and electrostatic field part, (3) the large set of col-
lisionless tearing modes driven by the gradient of the plasma
current density ∂j/∂ψ = j ′/B in contrast to the density and
temperature gradients, (4) the cross field current driven instabil-
ities (CCI) that require no spatial gradients but have large vd =
j⊥/en ≥ vi where vi = (Ti/mi)1/2. There is a large class of
current driven instabilities that are well known in the plasma
literature. There is a recent review article of [18] covering the
CCI instabilities. Needless to say, they can be a key player in
substorm dynamics and often can appear as the nonlinear de-
velopment to small space scales of the first three types of in-
stabilities.

Technically, the tearing mode instabilities are the most diffi-
cult plasma instabilities to calculate and have been actively de-
bated for decades. The tearing mode is ubiquitous in the labor-
atory tokamak plasma. While the toroidal geometry plays some
role in the mode tearing many features are in common with the
geomagnetic tail. The large plasma current µ0j(ψ) → j(ψ)
(hereafter) is confined to the core with a peaking dj/dψ that
increases with time or with core heating of the electrons. Here
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ψ is the flux function from the magnetic field produced by the
plasma current, and the external coil driven toroidal field BT

drops out of the tearing mode stability problem except for de-
termining the location of the k‖ = 0 surfaces. The situation is
the same with the By field component in the geomagnetic tail.
The standard tearing mode theory is given in [3] and involves
the solution of the zero frequency shear Alfvén mode equation
around the field reversing current layer of width L z . Here we
use the GSM coordinates of the geomagnetic tail. The solution
of the field structure gives the logarithmic derivative of the per-
turbed flux function δψ with ∆′ = (dδψ/dz)/δψ at the tear-
ing layer. The value of ∆′ is negative for stable modes, crosses
zero for unstable modes and goes to infinity as the plasma be-
comes ideal MHD unstable from the pressure gradient exceed-
ing the critical dp/dψ of the ballooning modes. These features
are seen in the magnetic field and core soft x-ray spectromet-
ers of tokamaks as in [4]. The lowest magnetic mode m/n=1/1
shows the sawteeth crashes at intervals of about 100 Alfvén
periods and the 3/2 mode is stable but repeatedly kicked or
seeded by the pulses from the 1/1 mode. Finally, as the core
plasma pressure rises high enough the 3/2 mode catches on
and grows to form a large magnetic island.

Qualitatively, the description of this evolution of the stabil-
ity of the tearing mode is seen from the formula for ∆ ′ =
−2kz cot(kzLz) where kz = (dj/dψ − k2

x)1/2. As the cur-
rent density gradient increases so that kzLz → π the ∆′ goes
to infinity and the island width is observed to grow to the size
that is comparable to the scale Lz of the current layer width. In
kinetic theory of collisionless tearing modes it is not necessary
to introduce the ∆′ of the external solutions when the whole
region of the tearing mode function is treated globally. As we
will see, the lack of a full global treatment of the tearing mode
led to a long term misconception about the mode being more
stable than it is known from recent kinetic theory calculations
and simulations.

In this article, we first describe the state of the kinetic bal-
looning mode instability and the drift compressional mode in-
stability in Sec. 2. In Sec. 3 we describe the current understand-
ing of the collisionless tearing modes which is a complex field.
There are basically two scales of the tearing mode instability,
that of the ion tearing mode and that of the electron mode. Both
modes have been seen in high resolution simulations which
are again too wide a topic to summarize here. The ion tear-
ing mode is considerably more unstable than was presented by
[16] as is acknowledged in [24]. The electron tearing mode is
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easier to simulate and discuss since the ions play only the role
of quasineutrality here. We give an electron tearing mode sim-
ulation with the electron Hall terms of the skin depth and the
ion inertial scale length that shows a 60% conversion of stored
magnetic energy into electron particle energies in a period of
50 Alfvén times which is sufficiently fast and strong to be a
dominant energy release mechanism in the growth phase of a
substorm.

2. Kinetic Ballooning Interchange Instabilities

The kinetic theory of the drift ballooning interchange modes
require bounce averaged response to both the electron and ion
perturbed distribution function δfe(ε, µ, x, t) and δfi(ε, µ, x, t)
where µ is the magnetic moment µ = v2

⊥/2B and ε the kinetic
energy per unit mass ε = v2/2.

The ballooning interchange maximum growth rate is approx-
imately γmax = 0.1vi/(LpRc)1/2 where Lp is the ion pressure
gradient scale length defined by 1/Lp = ∂ ln pi/∂x and Rc is
the minimum radius of curvature which is given by κ(x, z =
0) = B′

x/Bn = 1/Rc. This growth computed as a function
of distance down the geomagnetic tail reaches a maximum in
the region x = −6 to −10 RE where the Earthward pressure
gradient is steepest.

In the plasma sheet the local magnetic field is given by B =
Bx(z)x̂ + Bnẑ where |z| ≤ Lz . At the edge of the central
plasma sheet |z| = Lz the field is B = Bx0x̂ + Bnẑ. In
the CPS the local B-field magnitude varies as B = (B2

n +
B′2

x z2)1/2 with a large mirror ratio Rm = Bx0/Bn ≥ 10
where Bx0 = Bx(z = Lz) = B′

xLz is the lobe magnetic
field. Pressure balance across the central plasma sheet gives
B2

x0/2µ0 = p0 ≈ n0Ti. Thus there is a very high ratio of local
plasma pressure-to-magnetic field energy density at the equat-
orial plane β = 2µ0p0/B2

n = (B2
x0/B2

n) ≥ 100. Owing to
the high mirror ratio Rm, ions and electrons with pitch-angles
greater than α ≈ 15◦ mirror in the CPS and the ballooning
eigenfunctions are confined to the CPS.

[8] solved the integral equation for the ballooning drift-Alfvén
eigenmodes and show that these modes first go unstable in the
transitional region X = −6 to −10 RE where the ∇pi/pRc

is maximized and β < 10. Closer to the Earth the large value
of k2

‖v
2
A from the short connection length π/k‖ stabilizes the

interchange modes. Deep into the geomagnetic tail for X ≤
−10RE the plasma compressional energy in the interchange
motion overcomes the destabilization from the interchange en-
ergy released. Similar results are given in [6].

Kinetic theory predicts that as the Earthward pressure gradi-
ent increases the first mode to go unstable is the ballooning
interchange mode in the region that maps to the auroral bright-
ening zone. This pressure-gradient instability releases a pres-
sure pulse δp > 0 with δBz < 0 that propagates tailward and
typically sets off magnetic reconnection in the tail at X = −20
to −25 RE. This regime is called the inside-out model of sub-
storm.

[7] considered the finite-gyroradius effects on drift compres-
sional modes. Drift-Compressional modes (DCM) are similar
to Drift-Mirror modes (DM) in that they are dominated by the
compressional part δB‖ of the polarization. However DCM
have as their source of free energy spatial inhomogeneities

whereas DM rely on temperature anisotropy to drive the mode
unstable. Crabtree and Chen used the ratio of the electron tem-
perature to the ion temperature as a small parameter to de-
couple the electrostatic component from the compressional com-
ponent. They also considered frequencies below the shear Alfvén
frequency which eliminates the coupling between the compres-
sional component and the shear component of the perturbed
magnetic field. With these orderings the following integral ei-
genvalue problem was derived

k2
⊥ρ2

i δB‖ + βi

〈
ελ

[
ω − ω∗ti

ω − ωDi

] (
δB‖

√
BJ1

)√
BJ1

〉
= 0.

(1)

where the angle brackets refer to velocity space integrations
and the overline refers to bounce-averaging along the field line
F = 1/τ

∫ st

−st
Fds/v‖(ε, µ, s), st is the turning point in the

mirror field. Also ω∗ti is the ion diamagnetic drift frequency
containing the ion pressure gradient, ωDi is the grad-B/curvature
drift frequency averaged over the bounce motion and η i is ηi =
∂ ln Ti/∂ ln ni is the ion temperature gradient relative to the
ion density gradient, and J1 is the finite-gyroradius Bessel

This equation was solved numerically and analytically. Max-
imal growth rates were found to occur when k⊥ρi ∼ O(1),
with γmax ∼ vi(ηi − 2/3)/Rc and for ηi ∼ −1. The radial
mode width may also be estimated as

√
ρi. [11] studied the

kinetic generalization of the standard MHD ballooning equa-
tion studied by [15] and others. From a quadratic form in the
drift-kinetic approximation a reduced kinetically correct quad-
ratic form was derived that accounted for the strong coupling
between the shear Alfvén wave with the interchange dynamics
given by,

∫
dψdy

∫
ds

B

[
−ω2

v2
A

∣∣ξψ
∣∣2 +

1
µ0

∣∣∣∣∂ξψ

∂s

∣∣∣∣
2

+
1
µ0

∣∣∣Q(0)
L

∣∣∣2

−2µ0p
′κ · ∇ψ

B2

∣∣ξψ
∣∣2

−4π
∑

a

∫
d3v

∂Fa

∂ε

(
ω − ω∗a

ω

) ∣∣∣µQ
(1)
L

∣∣∣2

+iπ(4π)
∑

a

∫
d3v

∂Fa

∂ε
(ω − ω∗a)δ(ω − ωDa)

∣∣∣µQ
(1)
L

∣∣∣2]

= 0. (2)

Here ξψ is the contravariant component of the displacement
(ξψ = −ikyχ) of the perturbed flux tube that is the kinetic the-
ory generalization of the MHD displacement field X(s). Here

Q
(0)
L and Q

(1)
L are functions of ξψ so that Eq. (2) contains only

one field variable, as in MHD theory. This kinetic theory is
given in [30].

3. Magnetic Reconnection Instabilities

The reversed magnetic field ±Bx0 in the geotail is a large
reservoir of energy available energy to drive plasma flows and
to increase the thermal energies. These tearing modes are of
two types :
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• microscale electron tearing modes on the scale of c/ωpe ∼
10 km and

• the marcoscale tearing modes on the scale of c/ωpi ∼
ρi ∼ 400 km.

There must be and can be hundreds of the c/ωpe-scale tearing
mode sites to release the required magnetic energy to explain
substorms. The ion tearing mode sites will be of the order of
a few. The electron modes grow very fast on the time scale of
seconds whereas the ion tearing modes require minutes.

3.1. Ion Scale Tearing Modes
Tearing models occurring on the ion gyroradius scale are

difficult to analyze theoretically due to fast bounce motion of
electrons with period τ =

∫ st

−st
ds/v‖(ε, µ, s) that yields an in-

tegral response for the perturbed plasma density δn and current
δj in the ion tearing dynamics. The ion tearing mode growth
rate γi

k is given by

γi
k = kxvi

(
c2

ω2
pi

)
∆′

k

Lz
= ωcxo

(
ρi

Lz

)3

, (3)

where ωcxo = eBx/mi = 2 rad/s for Bx = 20nT lobe
field. When the current sheet thickness exceeds Lz = 3ρi, the
growth rate is too slow to play a role in the substorm dynamics.

Using the quasineutrality condition [28]

eφ1

Ti
n0 + ñ1 = 0 (4)

and integrating over velocity space the trapped and transient
contribution to the total perturbed electron distribution yields
the perturbed electron density

ñ1 = (� ne 	 −ne)
eφ1

Te
+

δne

δA
A1 (5)

where the vector potential contribution term (δne/δA)δA1 is
given in detail in [29].

The key point is to include the contribution of the perturbed
density over the long flux tube where the small pitch angle
electrons make long excursions toward the ionosphere. Previ-
ous simulations in [5] and [25] may not have included suffi-
ciently long flux tubes to capture this physics.

3.2. Electron Scale Tearing Modes
The latest developments on the electron-scale magnetic re-

connection (MR) modes are given in [1] and [23]. The im-
pulsive reconnection model of Bhattacharjee has the field-line-
breaking mechanism of electron inertial given by finite d e =
c/ωpe. Therefore, it is necessary to use the generalized Ohm’s
Law

E + v × B =
c2µ0

ω2
pe

dJ

dt
− ∇pe

ne
+

J × B

ne
+ ηJ (6)

where E is the electric field, B is the magnetic field, v is the
plasma flow velocity, c is the speed of light, J is the current
density, pe is the electron pressure, ωpe is the electron plasma

frequency, n is the electron density, e is the magnitude of the
electron charge.

In the simulations shown here we take the limit of zero plasma
resistivity η and check energy conservation to five digits. With
high order time integrators it is possible to run for finite times
with zero resistivity. The dynamics exhibits a long exponen-
tial growth time ending with a nonlinear, faster than linear ex-
ponential growth pulse that saturates into a coherent nonlin-
ear structure. Typically 50-60% of the initial magnetic energy
is redistributed into the sum of the parallel and perpendicular
flow energies and the electron thermal pressure by the recon-
nection pulse.

The simplest electron tearing mode dynamics occurs when
plasma flow is almost incompressible. This occurs when there
is a guide field By . The small flow compression comes from
the polarization drift of the ions and is given by ∂U/∂t where
U = ∇2

⊥φ with E = −∇φ and B = ŷ × ∇ψ + Byŷ. The
vorticity U grows to feed plasma into the reconnection layer.
The compressional Alfvén wave propagates drops out of the
dynamics in this regime owing to its higher frequency and dif-
ferent polarization. The plasma is described in an electron-Hall
fluid limit by the following two field equations

∂F

∂t
+ [φ, F ] = ρ2

s[U, ψ] (7)

∂U

∂t
+ [φ, U ] = [J, ψ] (8)

where J = −∇2
⊥ψ, F = ψ+d2

eJ , U = ∇2
⊥φ, and the Poisson

bracket is defined by [φ, F ] = ŷ · ∇φ × ∇F . All quantit-
ies are dimensionless(this will be fixed with the proper dimen-
sions). The distance is normalized by the system size Lz and
time is normalized by Alfvén time scale τA = Lz/vA where
the Alfvén velocity vA =

√
B2/2µ0ρ. Also two dimension-

less parameters de and ρs are the electron skin depth de =
(c/ωpe)/Lz and the ion sound gyro radius ρs = (cs/ωci)/Lz .

The computation has been done with

ψ = Σn,mψm,n(t) exp(inz + imεx) (9)

φ = Σn,mφm,n(t) exp(inz + imεx) (10)

where n, m are integers, ε = Lz/Lx is an aspect ratio of the
system. The initial profile are the unstable current sheet ψ1,0

with small perturbations ψ4,1 and φ4,1, that is,

ψ(0) = cos z + δψ cos(4z) cos(εx)
φ(0) = δφ sin(4z) sin(εx) .

The electron model conserves the total energy of electrons
and the magnetic field. The energy formula and the conserva-
tion law are given by

dEtot

dt
=

d

dt

(
EB + E‖ + EE×B + Ep

)

=
1
2

d

dt

∫
dxdz[(∇ψ)2 + d2

e(∇2ψ)2

+(∇φ)2 + ρ2
s(∇2φ)2] = 0 (11)

where EB is magnetic energy, E‖ is electron parallel flow en-
ergy, EE×B is the electron perpendicular flow energy and Ep
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is the electron thermal energy. As shown in Fig. (1), there
are four transfers between the different energy components.
The magnetic energy EB and the electron parallel flow energy
E‖ are transfered back and forth to the thermal energy E p by
thermal interaction < ve‖∇‖pe >. And the energies, EB and
E‖, are transfered back and forth to the perpendicular flow en-
ergy EE×B by the electric interaction < j‖∇‖φ >.

The energy change relevant to the φ, U, ψ and J are shown
in Fig. (2), During the process, almost 60% of the magnetic
energy is released and About 30% of the released energy is
transfered to the ion thermal energy. The simulation box is
20π c/ωpe × 40π c/ωpe and the unit of energy is E0 = B2

0L2
z/2µo

which for 10 nT reversed field over a Lz = 10 c/ωpe = 100km
is 2.5 × 106 J/RE. In the upper panel, we see the released
magnetic energy ∆EB of 12 E0 and the increase of the par-
allel flow kinetic energy in the electrons is 5 E0. In the bot-
tom panel the perpendicularflow energy increases first to 8, E0

and then drops to 2 E0 while the electron thermal energy con-
tinually increases to 5 E0. Energy is conserved by the 12 units
of released magnetic energy going to 5+2+5 units of parallel
flow, perpendicular flow and thermal plasma energies. In terms
of fractional changes this is approximately a 60% decrease of
magnetic energy transformed into 10% E×B flow, 25% paral-
lel flow and 25% electron thermal energy. The space and time
scales are 10 c/ωpe and 60Lz/vA. In the central plasma sheet
these scales are typically 100 km and 1 min.

��

����

��

��

�����

�������

Fig. 1. Diagram of the energy transfer among magnetic energy
EB , perpendicular kinetic energy EE×B , parallel kinetic energy
E‖ and electron thermal energy Ep.

3.3. Global Driven Reconnection Model

The solutions described above are for local instability of the
current sheet with the growth rate driven by the gradient of the
current density djy/dψ. The wave functions are localized at
the current sheet dropping off to negligible values in the lobe
plasma. There is another type of global driven reconnection
solution that is obtained by changing the exterior boundary
conditions. In the global solution the boundary conditions are
changed to be those given on the upper and lower magneto-
pause with mixed values of δψ and dδψ/dz at z = ±H . These
are called driven reconnection solutions and are used in [9]
and [10]. These global solutions are those that are created in
the driven reconnection simulations of [26] and [2].
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Fig. 2. Plot of energy evolution in time for de = 0.2, ρs = 0.1
with initial mode (kz, kx) = 2π(4, 0.5)/Lz . Almost 60% of
magnetic energy is released.

4. Crossfield Current Drive Instabilities

In the driven reconnection simulations, and other plasma
sheet instabilities including the firehose instability driven by
the bursty bulk flows ([13, 14] and [12]), the gradient of the
magnetic field is locally very large and the associated drift ve-
locity vd = j/ene ≥ vi =

√
Ti/mi locally. This condition

when satisfied over a region of sufficient volume gives rise to
the crossfield current driven instabilities called CCI. Lui and
his collaborators [19, 20, 21] have worked out many details
of the CCI instabilities and have shown them to be capable of
producing a turbulent resistivity that increases the local electric
field in proportional to the level of these fluctuations. [17] gives
a review of these instabilities and their effects on the currents
in the plasma connected to the regions of auroral brightenings.
The Geotail space data in this region of 10-13 RE shows strong
magnetic field fluctuations as shown for five substorms in de-
tail in [27].

5. Conclusion

Thus we see there are three classes of kinetic instabilities
that can be associated with substorm expansion phases. The
most widely used instabilities are the pressure gradient driven
ballooning interchange mode in the near Earth transitional re-
gion between the dipole field and the inner edge of the central
plasma sheet. Transient conditions of either sharply increasing
or decreasing convection electric field from the interplanetary
magnetic and electric field create the steep Earthward pressure
gradient to trigger this strong instability with growth periods
of the order of minutes. The growth rate divided by the local
proton cyclotron frequency is of order the proton gyroradius
divided by the geometric mean of the plasma pressure scale
length Lp and the local radius of magnetic curvature.

In the midtail region, which is stable to the ballooning inter-
change mode owing to the high local plasma pressure, the first
instability to be excited is the ion scale tearing mode. The ion
tearing mode occurs when the current gradient scale length L z

c©2006 ICS-8 Canada



Horton et. al. 103

is sufficiently short estimated here as three ion gyroradii in the
lobe field Bx0 and Bn/Bx0 ≤ 0.1. The mode produces a large
magnetic island but grows slowly with the growth rate divided
by the lobe cyclotron frequency proportional to the third power
of ρi/Lz, that is γmax/ωci ∼ (ρi/Lz)3.

When local current filaments of size less than the proton
gyroradius are present then the electron scale tearing mode is
driven unstable. The electron tearing mode grows very rapidly
with time scales of seconds but the magnetic islands are small
scaling with the electron collisionless skin depth de which is
tens of kilometers.

We show a simulation for these small scale tearing modes
that gives a conversion of 60% of the magnetic energy into
electron thermal energy and electron parallel and perpendicu-
lar flow energies. There would be a high mode density d 3k of
the electron tearing modes, and they are not restricted to the
symmetry plane of the geomagnetic tail but can occur locally
wherever the local gradient of the current density djy/dz is
sufficiently strong. On the dayside magnetopause [22] shows
evidence for a high density of electron reconnection sites.

Finally, the current density itself, without a gradient, can
produce a high frequency kinetic instabilities that produce tur-
bulent scattering of the electrons that create an anomalous res-
istivity. There is a wide variety of these instabilities that go
under the name of CCI (crossfield current instabilities) as re-
viewed by [18]. It seems likely that all three types of instabil-
ities are active in various types and stages of the substorm dy-
namics.

With the THEMIS mission and then the MMS mission we
may expect to learn which type of instability is dominant in
various types of substorms and responsible for which effects
such as conversion of magnetic energy to various forms of ion
and electron energies.
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The statistical characteristics of IMF triggered
substorms

T.-S. Hsu and R.L. McPherron

Abstract: To understand the magnetospheric substorm it is necessary to determine whether substorm onset is always
externally triggered by the interplanetary magnetic field (IMF) or whether substorm onset sometimes occurs spontaneously
as a result of internal processes. One of the proposed mechanisms for substorm onsets requires that every substorm be
triggered by a northward turning of the interplanetary magnetic field (IMF) [8, 9, 10]. A statistical study performed by [7]
has demonstrated that the association between IMF triggers and substorm onsets is a real physical phenomenon. However,
this result was recently challenged. It is suggested that the high confidence level in the association between IMF triggers
and substorm may be due to the condition of substorm growth phase. In essence, the argument is that “after 20 minutes of
southward IMF, there ought to be a very high probability of a northward turning of the IMF”. In this study, we examine
the probability of association after 20 minutes of southward IMF and found that the probability of northward turning is not
as high as expected.

Key words: Substorms, IMF triggering.

1. Introduction

Twenty-five years ago [1] used superposed epoch analysis
to demonstrate that a maximum in the tail lobe field is associ-
ated with the onset of the expansion phase of a magnetospheric
substorm as measured by midlatitude positive bays. Quite by
accident they also found that this maximum, and hence the
substorm onset, is also associated with an apparent northward
turning of the interplanetary magnetic field (IMF). [1] poin-
ted out that a similar statistical association could be seen in an
earlier study of isolated substorms [4]. In a subsequent study
[2] demonstrated that this same association was present in time
series of IMF Bz and traces of auroral zone magnetometers.
Sudden decreases in the horizontal component of the magnetic
field occurring at the time of a brightening of the aurora ap-
peared to be associated with northward turnings of the IMF.
They concluded that the change in the orientation of the IMF
was somehow “triggering” the onset of the magnetospheric
substorm.

These results did not receive much attention until [14]and
[15] published several particularly clear examples of appar-
ent triggering. [3] and [17] also suggested that the explosive
phase of isolated substorms could begin under the influence
of a change in the IMF Bz component. Shortly thereafter [16]
used the technique of generalized superposed epoch analysis
to again demonstrate a statistical association between substorm
onset as defined by ground magnetograms from former U.S.S.R
stations and northward turnings of the z component of the IMF.
Most researchers at this time dismissed this apparent relation
as simply coincidence. The Bz component of the IMF is con-
stantly changing from positive to negative. Substorm expan-
sions occur frequently when the IMF has been southward for
about an hour. This is close to what is thought to be the typ-
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ical time that the IMF remains southward so it is inevitable that
some onsets will appear to occur about the time of a northward
turning. To counter this view [13] performed a statistical ex-
amination of all substorms occurring in a six-month interval.
They found that nearly half of all substorms could be associ-
ated with northward turnings of the IMF.

These results were again ignored until [8] proposed a sub-
storm model ultimately requiring that all substorm expansions
are triggered by northward turnings of the IMF or changes in
IMF By. This view was so extreme that it immediately drew
criticism from numerous researchers. [6] and [13]had published
several examples of substorm onsets that occurred when there
was no apparent change in IMF Bz. [9] dismissed these e-
xamples as either not being substorms or as having been trig-
gered by changes in the IMF By component. However, [5] im-
mediately published examples that were unambiguously sub-
storms (as determined by synchronous particle injection), yet
there were no changes in any component of the IMF. The con-
clusion appeared to be that triggering of substorm expansion
by the IMF is not necessary. Many researchers continued to
believe that those events that appeared to be triggered were
simply a matter of coincidence.

In an attempt to examine the probability of association be-
tween IMF triggers and substorm onsets, [7] used a point pro-
cess technique to examine the chance association between IMF
triggers and substorm onsets. They found that the association
between IMF triggers and substorm onsets is a real physical
phenomenon. However, this result was recently challenged. They
suggested that the high confidence level in the association be-
tween IMF triggers and substorm may be due to the condi-
tion of substorm growth phase. In essence, the argument is that
“after 20 minutes of southward IMF, there ought to be a very
high probability of a northward turning of the IMF”. In this
study, we examine the probability of occurrence of IMF trig-
gers after 20 minutes.
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2. Probability of Northward IMF Turning from
Southward IMF

IMF Bz

Bz = 0

t

t’

T’
(T’ for IMF triggers)

( t’ for IMF polarity change)

IMF Bz

Bz = 0

t t’

(A)

(B)

Fig. 1. Schematic explanation of IMF northward turning, where t’
is the IMF polarity change time and T’ is the IMF triggers time
after some waiting time t. Panel (A) is an schematic example of
a south to north IMF can be a IMF trigger. Panel (B) is a more
general case for IMF triggers. In this schematic example, it is
obvious that some additional time t’-T’ has been calculated in the
previous analysis [7].

In the statistical study done by [7], they found that the prob-
ability of their chance association between two point processes
appears to be extremely low. However, it might be suggested
that the high probability of association is a consequence of the
natural tendency of the IMF to turn northward after an inter-
val of southward IMF. If it were the case that all intervals of
southward IMF were exactly one hour long, and all substorm
growth phases were as well, then every onset would be correl-
ated with a northward turning. Such a circumstance is unlikely
to occur because of the power law spectrum of the IMF, and
because the duration of the growth phase of substorms varies
over a range of 20-200 minutes, with 55 minutes most typical
[e.g. [12]]. None-the-less we are led to consider the question
“what is the probability for a northward turning of the IMF
after some extended interval of southward IMF?” If the prob-
ability of an IMF polarity change after some specified interval
of southward IMF Bz is extremely high, then the association
between IMF Bz northward turnings and substorm onsets may
still be coincidental rather than physical. In our case our trigger
criteria requires that the IMF have been southward for at least
20 of the 30 preceding minutes.

[7] used a procedure developed by [18] to examine the prob-
ability of IMF polarity change after a certain amount of time.
In essence, the question is whether “the longer there has been
southward IMF, the shorter the expected time till a northward
turning”? A detailed theoretical argument can be found in [7].
The argument is focused on a determination of the sign of
d<t′>

dt in which t’ is an additional time we must wait until the
northward turning IMF Bz, given the time t since the south-
ward turning (Figure 1).

It should be pointed out that [7] only estimated the prob-
ability of IMF polarity change in their paper, i.e., from south-
ward IMF to northward IMF. In Figure 1, we have plotted two
schematic examples for the analysis. The panel (A) is an ex-
ample which has a sharp change of IMF sign. Panel (B) is a
more general case for IMF triggers. In the previous analysis,
the waiting time is t’ [7]. If we use a more general case for the
IMF triggers (Figure 1, panel B) and assume the waiting time
is T’, we can see that there is an additional t’-T’ waiting time
for the polarity change (panel B). Figure 2 shows an example
of automatic identified IMF triggers by [11] criteria]. It is clear
that case (a) and (c) are more general examples of IMF trig-
gers while the case (b) is a classic change in sign of the IMF.
Nevertheless, both cases satisfy the criteria [11] and should be
consider in the same group.

Universal Time (hour)

growth phase points
possible IMF triggers
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IM
F
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Possible IMF Triggers for March 17, 1979

IMP 8 IMF

(a)
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(c)

Fig. 2. An example of automatic identified IMF triggers by [11]
criteria. IMF triggers (a) and (c) are a more general example of
IMF triggers while trigger (b) is more likely the sharp change of
IMF sign. In this figure, x means point satisfies the groth phase
criteria and O is the selected IMF triggers.

The estimation the probability distribution between south-
ward and northward turnings of IMF Bz is obtained by us-
ing six continuous months of 5-minute resolution ISEE-3 data
(January to June 1979) [7]. The duration of southward IMF Bz
intervals was calculated and used to construct the probability
distribution. In Figure 3, this complementary cumulative prob-
ability distribution is plotted for IMF polarity change and IMF
triggers. Using a least square fit we find that this distribution,

P¿ can be represented as P> = 1.4e(−
√

t/33.1) for IMF po-

larity change (Bs to Bn) and P> = 1.7e(−
√

t/23.5) for IMF
triggers, in which t is the time duration of the southward IMF
Bz. It should be noticed that P>(t) is actually f ′(t) , the cu-
mulative integral of p(u) [7]. In essence, this distribution is a
Weibull distribution with an exponent less than 1 [ see also
Chapter 6 in Sornette, 2000; [18]], a stretched exponential dis-
tribution. A particular characteristic of this distribution is that
“the longer we have waited since the last event, the longer the
time to the next event”. This has been demonstrated in the [7]
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which is shown briefly here.

Given that f ′(t) = ce−
√

t/τ , we have

f(t) = −2cτ [
√

t/τe−
√

t/τ + e−
√

t/τ ] and

f”(t) = −c
2
√

tτ
e−

√
t/τ in which we have set c = 1.4 , τ =33.1

(IMF Bs to Bn, polarity change) and c =1.7 ,τ =23.5 (IMF
triggers) for simplicity. After substituting these formulas into
equation (20) of [7], we have

f(t)f ′(t) − [f ′(t)]2 =
c2e−2

√
t/τ√

t/τ
(1)

It is apparent that this equation has d<t′>
dt > 0 for finite t. If

t→ ∞, d<t′>
dt → 0. However, this would imply that IMF Bz

can remain southward forever, a nearly impossible situation for
IMF Bz. Thus, this result suggests that the hypothesis Q, “the
longer it has been since the last southward turning of IMF, the
shorter the time expected till the northward turning” is not cor-
rect. Instead, the opposite hypothesis that, “the longer it has
been since the last southward turning of IMF Bz, the longer
the time expected till the northward turning” is true. While the
previous estimation of [7] has only estimated the Bs to Bn (po-
larity change, Figure 2 (A) ), it is shown here that the consid-
eration of more general IMF trigger cases (Figure 2 does not
significantly change the probability distribution. This implies
that the probability of a northward turning of IMF Bz (either
for polarity change or IMF triggers) after our “pre-selected”
southward IMF Bz period of 20 minutes used in determining a
trigger may not be “extremely” high as has been suggested.
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Fig. 3. Probability of southward IMF duration for Bs to Bn
(polarity change, dashed line) and IMF triggers (solid line).

A study done by [14] examining the duration of intervals
of IMF polarity obtained a similar result. Their study found
that 65.7% of the IMF Bz data do not change their polarity
in a one-hour time interval. This is consistent with our finding,
i.e., the polarity change from southward IMF to northward IMF
occurred in a time frame much longer the 20 minutes used in
our trigger selection.

From the complementary cumulative probability distribu-
tion, we can estimate the probability that a northward turning
will have occurred within some specified time after the south-
ward turning by using the cumulative probability distribution.
Now the problem is to find the northward turning probabil-
ity Pnorth at t’ after a time t. In Figure 3 we have the cumu-
lative probability that the duration of southward IMF Bz ex-
ceeds a time T. Thus the probability that Bz will have turned
northward within an additional time t’ can be estimated by the
difference in cumulative probabilities at t and t+t’, which is
P>(t ≥ T ) − P>(t ≥ T + t′). Thus,

Pnorth(t′) =
P>(t ≥ T ) − P>(t ≥ T + t′)

P>(t ≥ T )

= 1 − e−
√

(T+t′/τ)

e−
√

(T/τ)
(2)

Which is normalized because Pnorth = 0 at t′ = 0 and Pnorth =
1 as t′ → ∞.

In our case, we can set T = 20 minutes because this is the
growth phase requirement in the “IMF trigger” selection pro-
cedure [11]. The result presented in Figure 4 shows that the
probability of a northward turning within the first 10 minutes
after 20 minutes of southward IMF is about 15% (for polar-
ity change) and 18 % for IMF triggers. It is thus not correct
to say that there is an extremely high probability of a north-
ward turning within our ±10-minuteassociation window if the
field has been southward for 20 minutes. Based on this result,
it does not seem likely that the occurrence of northward IMF
after 20 minutes of southward IMF is highly probable in the
next 10∼20 minutes. On the contrary, there is only a 50% (po-
larity change) and 54% (IMF triggers) of chance occurred 50
minutes beyond the end of our trigger selection window.

The preceding argument can be extended to estimate the
number of substorm onsets that will appear to be associated
with a trigger as a result of our selection criterion that the IMF
must have been southward for longer than 20 minutes before
the northward turning. If we assume that all of the substorms
in our list had a growth phase with duration 60 minutes, i.e.
that the time of the substorm onset was actually 60 minutes
after the southward turning. We can estimate the probability of
a northward turning (polarity changes or IMF triggers) within
a 20-minute interval centered at 60 minutes. Let T = T0 − h
and t = 2h in Equation 2 so that we obtain

Pnorth(T0 ± h) = 1 − e−
√

(T0+h)/τ

e−
√

(T0−h)/τ
(3)

For the chosen values this reduces to Pnorth = 0.2019 (po-
larity change)and 0.2345 (IMF triggers). If the typical growth
phase were either 30 min or 90 min the corresponding prob-
abilities would be 0.2756 and 0.1679 for polarity change and
0.3176 and 0.1957 for IMF triggers. Note that the probabil-
ity of a chance association decreases with increasing duration
of the growth phase because of the likelihood that the IMF
has already turned northward at an earlier time. Since the most
probable duration of substorms in our list was 55 minutes (data
not shown) it is apparent that the probability of a chance asso-
ciation will be about 20% (for polarity change) and 23% (for
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Fig. 4. The estimated probability for a northward IMF polarity
change and IMF triggers as a function of time after a 20 minutes
interval of southward IMF Bz is plotted. The probability of
northward IMF polarity change increases very slowly with
the time t’ beyond the end of the IMF trigger criterion. The
probability of a northward IMF polarity change soon after the end
of the 20-minute interval is very low. The same thing applies to
IMF triggers probability.

IMF triggers). If we multiply the 145 observed substorm on-
sets by this fraction we obtain 29 events (for polarity change)
and 32 events (for IMF triggers) that were possibly a result
of chance. This number should be compared to the observa-
tion of 15 chance associations at times far from the expected
arrival at the Earth of the IMF trigger [7]. The number of as-
sociations is clearly larger than what we would expect if the
two events were independent, but is still much smaller than
the 52 associations actually observed at zero lag from [7]. The
difference divided by the standard deviation is (52-29)/4.5 or
5.11 standard deviations from the background level for polar-
ity change. Similarly, it is (52-32)/4.5=4.44 standard deviation
above the background level for IMF triggers. For a normal dis-
tribution the probability of obtaining this difference by chance
is about 1.6 × 10−7 (for polarity change) and 4.5 × 10−6 (for
IMF triggers). This number is somewhat larger than the earlier
estimate from [7] for independent processes, but still repres-
ents an exceedingly unlikely coincidence. Even so, an import-
ant result from this estimation is that the previous estimation of
IMF probability [7] after some certain time (∼20-30 minutes)
is confirmed even when we consider a more general IMF trig-
ger criteria. It is thus very unlikely that the IMF triggered sub-
storm is a chance association.

A more accurate estimate of the associations resulting from
our growth phase criterion would require knowledge of the ac-
tual duration of every substorm growth phase in our list of sub-
storms. This list could then be used to weight the probabilities
of chance association for different durations. If this distribution
were skewed it could either increase of decrease our estim-
ate somewhat. Unfortunately this information was not retained
in our survey of the data because our null hypothesis viewed
the two processes as completely independent. However, since
most substorms have about an hour-long growth phase we are

confident that our estimate is reasonably correct, and that our
primary conclusion remains unchanged.
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Low-latitude geomagnetic disturbances caused
by solar wind pressure impulses and storm-time
periodic substorms during southward interplanetary
magnetic field

C.-S. Huang and K. Yumoto

Abstract: The interplanetary magnetic field (IMF) may be continuously southward for many hours during magnetic
storms. The geomagnetic field at middle and low latitudes often shows periodic (∼ 3 hour) increases in association
with the storm-time sawtooth-like oscillations of energetic plasma particle flux at geosynchronous orbit. Recent studies
have demonstrated that the sawtooth oscillations represent flux injections of substorms. However, there is a significant
controversy as to whether the periodic geomagnetic disturbances are caused by magnetospheric substorms or by solar wind
pressure enhancements. In order to find a solution to this controversy, we perform a statistical study of the low-latitude
geomagnetic response to solar wind pressure enhancements during southward IMF. Our result shows that the change of
the geomagnetic field is proportional to the change of the square root of the solar wind pressure, and an empirical formula
is derived. We may use this quantitative relationship to estimate the possible effect of the solar wind pressure on the
geomagnetic field. This method is useful for identification and interpretation of magnetospheric-ionospheric disturbances
related to storm-time periodic substorms during a prolonged interval of southward IMF. We apply the empirical formula
to two storm cases in which periodic substorms occur. It is found that the periodic increases of the geomagnetic field are
related to the substorm onsets but not to solar wind pressure variations.

Key words: Geomagnetic field, Periodic substorms, Sawtooth oscillations, Magnetic storms, Solar wind pressure..

1. Introduction

The solar wind dynamic pressure has important influence on
the Earth’s magnetosphere. When the dayside magnetosphere
is compressed by an enhancement of the solar wind pressure,
the magnetopause current is intensified, which results in an in-
crease of the geomagnetic field in the dayside magnetosphere
and on the ground. Observations of geomagnetic field vari-
ations measured by ground magnetometers during northward
interplanetary magnetic field (IMF) were reported by [13, 14,
15, 16, 17]. Beside solar wind pressure enhancements, IMF
southward turnings and magnetospheric substorms can also
cause geomagnetic deviations at middle and low latitudes [19,
8, 18, 6].

The IMF can be continuously southward for many hours
during magnetic storms. The magnetosphere becomes very dy-
namic, and a series of substorms can occur. The term, ”peri-
odic substorms”, has been used to describe a specific type of
substorms that last for many cycles, show well-defined wave-
forms, and have nearly constant periods. It is sugguested by
[3, 4, 5] that magnetospheric substorms have an intrinsic cycle
time of ∼ 3 hours; this periodicity is determined by the mag-
netosphere, rather than by the solar wind. A prominent fea-
ture of energetic plasma particle flux variations during periodic
substorms measured at geosynchronous orbit is the sawtooth-
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like shape with periodic repetitions of sudden flux increases
followed by gradual flux decreases, so the storm-time periodic
substorms are also termed sawtooth events [1, 2]. The sudden
increases of the flux represent the plasma particle flux injec-
tions from the magnetotail to the inner magnetosphere at sub-
storm onsets.

The low-latitude geomagnetic field often shows an increase
on both the dayside and nightside after each onset during peri-
odic substorms. It is shown by [6, 7] that the increases of the
geomagnetic field are caused by three processes: magnetotail
current disruption, magnetospheric dipolarization, and iono-
spheric electric field; all these processes are related to the on-
sets of substorms. On the other hand, it was argued by [9, 10]
that the variations of the geomagnetic field were the signatures
of solar wind pressure enhancements and that sawtooth oscil-
lations were directly driven by series of solar wind pressure
enhancements.

The solar wind always has some fluctuations, although the
amplitude of the fluctuations may be large or small. In or-
der to identify whether a specific variation in the geomagnetic
field is caused by a variation in the solar wind pressure, we
need a quantitative measure to determine how large the con-
tribution of the solar wind pressure can be. This is import-
ant because it is related to the identification and interpreta-
tion of magnetospheric-ionosphericdisturbances during storm-
time substorms with continuous southward IMF. In this paper,
we present the statistical result of low-latitude geomagnetic re-
sponse to solar wind pressure enhancements during southward
IMF and use the derived empirical formula to identify the gen-
eration mechanism of periodic geomagnetic disturbances dur-
ing magnetic storms.
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2. Observations

We first present the observations of geomagnetic changes in
response to solar wind pressure enhancements during south-
ward IMF in two cases. Figure 1a shows, from top to bottom,
the IMF Bz component and solar wind pressure measured by
the ACE satellite and the deviations of the geomagnetic field
northward (H) component. The vertical dotted line indicates
the solar wind pressure impulse and the sudden increase of
the geomagnetic field. ACE was located at XGSM = 250 RE

during the period of interest. We use the solar wind velocity
and satellite position to calculate the propagation delay and
then match the solar wind pressure impulse with the corres-
ponding increase of the geomagnetic field. Accordingly, the
ACE data are shifted by 53 min in Figure 1a. For all cases, in-
cluding those used in the statistics, we use the same method
to determine the solar wind propagation delay from the satel-
lite position to the magnetosphere. The measurements of the
geomagnetic field are made with the ground magnetometers
of the Solar-Terrestrial Energy Program (STEP) 210 (degree)
magnetic meridian chain around geographic longitudes 110-
140o [21]. We choose five magnetometers, spanning from mag-
netic latitude 36o (in northern hemisphere) to -36o (in south-
ern hemisphere), for each event to calculate the geomagnetic
response to the solar wind pressure impulse. It is obvious that
the increase of the geomagnetic field is well correlated with
the solar wind pressure impulse. The IMF Bz remains south-
ward across the solar wind pressure impulse, but its magnitude
has some changes. It is not certain whether the change in the
magnitude of the IMF Bz has any significant effects on the geo-
magnetic field. We assume that the sudden increase of the geo-
magnetic field is attributed solely to the solar wind pressure
enhancement.

Local time of the STEP magnetometers is about UT plus
9 hours. The case in Figure 1a occurred on the dayside. We
present another case in Figure 1b that occurred on the night-
side. The response of the nightside geomagnetic field to a solar
wind pressure enhancement is similar to that on the dayside.

A quantitative relationship between the solar wind pressure
enhancement and low-latitude geomagnetic response was stud-
ied previously. The following formula without distinguishing
the IMF orientation was derived by [20]:

∆H = k(
√

Psw2 −
√

Psw1), (1)

where ∆H is the change of the geomagnetic field, k is a con-
stant, and Psw1 and Psw2 are the solar wind pressure values
before and after the pressure enhancement, respectively. The
study of [20] included 13 cases. A coefficient of k = 18.4 from
14 cases during northward IMF was derived by [15]. In addi-
tion, k = 7.26 was used in the calculations of the corrected Dst
index [11].

We are interested in the geomagnetic disturbances during
southward IMF, and the events are selected through the follow-
ing procedure. First, we search the STEP magnetometer data
by vision to find the cases in which the low-latitude geomag-
netic field shows a sudden increase, such as those shown in
Figure 1. Second, we check the solar wind pressure and IMF
data measured by the ACE and/or Wind satellites. The solar
wind must have a sharp pressure impulse with a consistent

propagation delay from the satellite position to the magneto-
sphere. The IMF Bz must be continuously negative for at least
1 hour prior to the solar wind pressure impulse and remain
southward across the pressure impulse, in order to make sure
that the magnetosphere is in a state that is controlled by south-
ward IMF. We searched the geomagnetic data over seven years
(1998-2005) and found 43 events that satisfy the above criteria.

The statistical result is shown in Figure 2. Figure 2a in-
cludes all events. The horizontal axis represents the change of
the square root of the solar wind pressure across the impulse,
and the vertical axis represents the increase of the geomagnetic
field H component in response to the solar wind pressure im-
pulse. As said above, five magnetometer stations are chosen,
so there are five data points for each event. Figure 2 shows the
result over a latitudinal range between 36o and -36o but not at
a single latitude.

We have performed the least square fitting of the data, which
are given by the dashed lines in Figure 2. In Figure 2a for all
events, the data fitting can be expressed by the following for-
mula

∆H = 21.67× (
√

Psw2 −
√

Psw1) − 2.74, (2)

where ∆H is measured with nT, and Psw is measured with
nPa. The solid line in Figure 2a is plotted from Eq. (2), so
it overlaps the dashed line (data fitting). Note that our result
is derived exclusively from southward IMF, which is different
from [15] for northward IMF.

There is an offset of -2.74 nT on the right-hand side of Eq.
(2). Several potential processes may cause the offset. First, the
statistics includes 43 events, and the limited number of events
may be unable to guarantee an accurate empirical formula.
Second, we neglected possible effects of the change in the
magnitude of the IMF Bz when we calculated the net increase
of the geomagnetic field, which may bring some uncertainty to
the result. Third, the offset means that the increase of the geo-
magnetic field will be zero if the increase of the square root of
the solar wind pressure is 0.126 (nPa)−1/2; this amount may
represent the minimum solar wind pressure increase required
to cause observable changes in the geomagnetic field. We will
further study this issue in the future.

Figures 2b and 2c show the events that are detected when
the magnetometers are on the dayside and on the nightside,
respectively. The dashed line represents the least square fitting
for each category, and the solid line is from Eq. (2). The data
fitting line in Figure 2c for the nightside events is very close
to the solid line. However, the data fitting line in Figure 2b for
the dayside events does not coincide very well with Eq. (2)
because of the data scatter in fewer cases.

The statistical result, Eq. (2), can be used as an estimate
of the possible contribution of the solar wind pressure to the
generation of geomagnetic disturbances. We examine such a
case that occurred on 18 April 2002 during a prolonged inter-
val of continuous southward IMF. Figures 3a and 3b present
the shifted IMF Bz and solar wind pressure data measured by
the ACE satellite. The IMF is continuously southward for the
whole day. The solar wind pressure shows an enhancement at
0030 UT and a second, smaller one around 0300 UT. The solar
wind pressure becomes small (∼ 1 nPa) after 0500 UT. Fig-
ures 3c and 3d display the energetic electron flux measured by
the LANL 1991-080 and 1990-095 geosynchronous satellites.
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The sawtooth like variations of the electron fluxes have been
analyzed in detail by [4, 2] and identified as the signature of
periodic substorms with a period of ∼ 3 hours. The vertical
dotted lines indicate the sudden increases in the electron fluxes
at the substorm onsets.

Figure 3e shows the geomagnetic deviations measured by
the STEP magnetometers. Only the measurements from five
magnetometers are plotted over a latitudinal range between 36 o

and -36o magnetic latitudes. There are more magnetometers
within this range and beyond this range, and all magnetometer
measurements have similar characteristics. The most interest-
ing feature in Figure 3e is that the geomagnetic field shows an
increase after each onset of the periodic substorms. The only
exception is a decrease after 0530 UT and then an increase after
0600 UT. Note that the periodic increases of the geomagnetic
field occur over an interval of 24 hours. Half of the geomag-
netic increases occur on the dayside, and half on the nightside.

We examine whether the periodic increases of the geomag-
netic field can be caused by corresponding variations in the
solar wind pressure. Eq. (2) provides a method to estimate the
effect of the solar wind pressure. However, it is difficult to de-
termine the background solar wind pressure. In stead, we take
Psw1 = 0 and Psw2 = Psw, so Eq. (2) is reduced to

∆H = 21.67 ×
√

Psw − 2.74, (3)

where Psw is the total solar wind pressure. It is obvious that
Eq. (3) overestimates the contribution of the solar wind pres-
sure. We plot in Figure 3f the possible effect of the solar wind
pressure predicted by Eq. (3) with the measured pressure as
input.

We are now able to identify which increases of the geomag-
netic field are related to the solar wind pressure and which
are not. At 0030 UT, an increase of the geomagnetic field is
measured by the magnetometers (Figure 3e) and predicted by
the empirical formula (Figure 3f), so this increase may be the
geomagnetic response to the solar wind pressure enhancement.
At 0240 UT, the predicted geomagnetic increase is smaller
than the measured value, implying that the contribution from
substorms is important for this one. After 0500 UT, the pos-
sible geomagnetic disturbances caused by the solar wind pres-
sure are very small. However, the measured geomagnetic field
shows large periodic increases in coincidence with the sub-
storm onsets. The comparison between the measurements and
prediction indicates that the periodic increases of the geomag-
netic field are related to the substorms but not to the solar wind
pressure.

Another example of the difference between the solar wind
pressure and substorm effects is shown in Figure 4. This case
occurred on 6 November 2000. Figure 4 shows the IMF Bz,
solar wind pressure, energetic electron flux measured by the
LANL 1994-084 and 1989-046 geosynchronous satellites, geo-
magnetic field deviations measured by the STEP magnetomet-
ers, and the possible effect of the solar wind pressure predicted
by the empirical formula. There are some fluctuations in the
IMF Bz. The solar wind pressure shows three enhancements of
2.2 nPa at 0949 UT, 20 nPa at 1757 UT, and 12 nPa at 1838
UT, respectively, as indicated by the vertical dashed lines. The
solar wind pressure is relatively stable at other times.

Figure 4c and 4d show the energetic electron flux at geosyn-
chronous orbit. The sudden increase of the flux, as indicated

by the vertical dotted lines, is a typical signature of magneto-
spheric substorm onsets [4, 5, 12]. The solar wind pressure
does not have any noticeable variations at the times of the sub-
storm onsets. The geomagnetic field in Figure 4e shows an in-
crease after each substorm onset, as well as after each solar
wind pressure impulse. However, the increases of the geomag-
netic field after the substorm onsets with stable solar wind pres-
sure are comparable to, or even larger than those caused by the
significant enhancements of the solar wind pressure at 1757
and 1838 UT.

As discussed above, Eq. (2) provides an estimate of the solar
wind pressure effect on the geomagnetic field, which is depic-
ted in Figure 4f. The geomagnetic field has a gradual decrease
from 1000 to 2200 UT, which is related to the storm-time drift.
What we are interested is the sudden increases of the geomag-
netic field after the substorm onsets or after the solar wind
pressure impulses. The measured increases of the geomagnetic
field at 1757 and 1838 UT coincide reasonably with the value
predicted by Eq. (2), indicating that they are caused by the
solar wind pressure impulses. The increase of the geomagnetic
field at 0949 UT is also consistent with the effect of the solar
wind pressure. However, the increases of the geomagnetic field
at 1051, 1300, and 1554 UT are obviously related to the sub-
storm onsets, as indicated by the vertical dotted lines, and the
contribution from the solar wind pressure is negligible at these
times.

3. Discussion and Conclusions

As mentioned in Introduction, there is a controversy as to
what causes storm-time geomagnetic disturbances during con-
tinuous southward IMF. It was argued by [10] that all geo-
magnetic field variations were caused by solar wind pressure
enhancements and that the sawtooth oscillations were driven
directly by the solar wind pressure but not related to mag-
netospheric substorms. However, the different effects of the
solar wind pressure and magnetospheric substorms were not
appropriately separated in the study of [10]. In contrast, the
characteristics of the magnetospheric substorms and relevant
ionospheric disturbances are carefully examined by [7, 2], and
the authors conclude that the sawtooth oscillations are indeed
caused by periodic substorms. Our statistics deals with the ef-
fects of the solar wind pressure on the low-latitude geomag-
netic field during southward IMF. The result shows that the
increases of the geomagnetic field are caused by the periodic
substorms but not by solar wind pressure enhancements.

The changes of the low-latitude geomagnetic field caused
by solar wind pressure enhancements during southward IMF
can be estimated by Eq. (2). If multiple processes, such as
solar wind pressure enhancements and magnetospheric sub-
storms, occur nearly simultaneously, we may use Eq. (2) to find
which process is responsible for the generation of low-latitude
geomagnetic disturbances. This method is particularly useful
in identification and interpretation of the magnetospheric and
ionospheric disturbances related to storm-time periodic sub-
storms with continuous southward IMF.
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Fig. 1. Sudden increases of the geomagnetic field northward (H)
component at low latitudes in response to a solar wind pressure
impulse during southward interplanetary magnetic field (IMF).
Shown from top to bottom are the IMF Bz component, solar wind
pressure, and geomagnetic H deviations. The event in Figure 1a
occurred during daytime on 28 July 2000. The event in Figure
1b occurred at night on 7 September 2000. The magnetometer
stations are Rikubetsu (RIK), Kagoshima (KAG), Muntinlupa
(MUT), Darwin (DAW), Learmonth (LMT), and Birdsville (BSV).
Magnetic latitude (MLAT) for each station is given in the figure.
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Fig. 2. Statistical results of the sudden increases of the low-
latitude geomagnetic field H component caused by solar wind
pressure impulses during southward IMF for (a) all events, (b)
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Fig. 3. Effects of storm-time periodic substorms on the
geomagnetic field during southward IMF on 18 April 2002.
From top to bottom are (a) IMF Bz, (b) solar wind pressure,
(c)-(d) energetic electron fluxes at geosynchronous orbit, (e)
measured low-latitude geomagnetic H deviations, and (f) possible
geomagnetic H deviations caused by the solar wind pressure. The
vertical dotted lines indicate substorm onsets.
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Monitoring the dayside and nightside reconnection
rates during various auroral events using IMAGE-
FUV and SuperDARN data

B.Hubert, M. Palmroth, S.E. Milan, A. Grocott, P. Janhunen, K. Kauristie, S.W.H.
Cowley, T.I. Pulkkinen, and J.-C. Gérard

Abstract: The Imager for Magnetopause to Aurora Global Exploration (IMAGE) spacecraft was launched in 2000 with
several imaging instruments onboard. The Far UltraViolet (FUV) experiment was devoted to the imaging of the N2 LBH
(Wideband Imaging Camera - WIC-), OI 135.6 nm (Spectrographic Imager -SI13-) and Doppler-shifted Lyman-alpha
auroral emission (SI12). The Doppler-shifted Lyman-alpha emission is solely due to proton precipitation and is not
contaminated by dayglow, allowing to monitor the auroral oval at dayside as well as at nightside. Remote sensing of
the polar aurora can be advantageously completed by ground based data of the Super Dual Auroral Radar Network
(SuperDARN) that monitors the ionospheric convection flow pattern in the polar region. In the present study, the SI12
images are used to determine the open/closed (o/c) field line boundary, and monitor its movement. The SuperDARN data
are used to compute the electric field of the polar cap at the location of the o/c boundary. The total electric field is then
computed along the boundary accounting for its movement applying Faraday’s law, so that the dayside and nightside
reconnection voltages can be retrieved. This procedure is applied to monitor the dayside and nightside reconnection
voltages during several events. The phases of the substorm cycle can be identified: the growth phase characterised by
intense dayside flux opening and occasionally pseudobreakups, the onset which is immediately followed by a maximum
intensity of the flux closure rate, and the recovery phase during which the flux closure voltage slowly returns to
undisturbed values, with occasional poleward boundary intensifications which appear along with a slight intensification of
the closure voltage. The transient response to an interplanetary shock is also monitored and reveals a sharp intensification
of the closure rate, despite a low open flux value for the studied case. A case of auroral streamer event has also been
studied, presenting a remarkably large flux closure rate. This feature is related with a bursty enhancement of the
ionospheric convection. Bursty bulk flow events can thus be associated as well with enhanced flux closure. The tool that
we developed can also be used to study the relations between the topology of the magnetotail and the flux closure rate
as well as to set up proxies relating the solar wind conditions with the dayside reconnection voltage. The monitoring of
dayside and nightside reconnection rates can thus be considered as an investigation tool for nearly all types of auroral
features.

Key words: Reconnection, Substrom, Shock.

1. Introduction

The solar wind plasma outflow from the Sun carries the in-
terplanetary magnetic field. Interaction between the solar wind
plasma and the Earth magnetosphere on the dayside of the
planet causes the production of open magnetic flux. Opened
field lines, that map from the polar cap into the solar wind, are
carried antisunward by the solar wind flow and are stretched
into a long magnetic tail, in which the field lines eventually
reconnect and return to the Earth [6]. The auroral substorm
cycle classically consists of a growth phase, a substorm onset,
an expansion phase and finally a recovery phase [1, 11]. Dur-
ing the growth phase, the interplanetary magnetic field (IMF)
carried by the solar wind is usually oriented southward so that
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it efficiently reconnects with the geomagnetic field, producing
new open flux. This phase ends in a substorm onset character-
ized by a sudden localized brightening of the polar aurora near
midnight, which announces the expansion phase during which
accumulated openflux is closed by intense magnetic reconnec-
tion in the magnetotail [14] (and references therein). The sys-
tem then returns to a quiet state during the recovery phase.

We have developed a method combining space-based meas-
urements of the proton aurora and ground-based measurements
of the ionospheric flow to compute the global rates at which
flux is opened and closed in the Earth’s magnetosphere [8].
These rates are expressed as voltages, with 1 V being equival-
ent to 1 Wb s 1 from Faraday’s law. The images of the proton
aurora are from the Spectrographic Imager at 121.8 nm (SI12)
instrument of the Far UltraViolet (FUV) experiment onboard
the Imager for Magnetopause to Aurora Global Exploration
(IMAGE) satellite [12]. They allow us to estimate the location
of the boundary between open and closed field lines, as well
as its latitudinal motion [8]. The ionospheric flow velocity �v i

is measured with the Super Dual Auroral Radar Network (Su-
perDARN) radar system and is used to retrieve the ionospheric
electric field �Ei given by �Ei = −�vi× �B where �B is the Earth’s
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magnetic field [15]. The electric field in the reference frame of
the open-closed field boundary can then be obtained, and in-
tegrated along the boundary to compute the voltages associated
with flux opening and closure [4] (and references therein). This
method is applied to the study of the substorm cycle [8] and of
interplanetary shocks [9]. The IMAGE-FUV instrument cap-
tures an image of the planet every 2 min, though the filtering
process that is applied in our method to denoise our results and
allow time derivative computation reduces the time resolution
to 12 min, thus slightly smearing rapidly varying signals.

2. Reconnection voltages during the substorm
cycle

2.1. Open-close boundary identification with SI12
We summarize here the results extensively discussed in [8].

The location of the open-close field line boundary is estimated
using the polar boundary of the proton aurora observed with
the SI12 instrument of the IMAGE-FUV experiment. The me-
thod is calibrated using a comparison between the open-close
boundary deduced from in situ measurement of the precipitat-
ing particles from the DMSP satellites. This comparison shows
that the polar boundary of the proton aurora that we determine
with SI12 images is on average 0.55 equatorward of that de-
duced from DMSP observations. This shift is thus accounted
for in the open-close field line boundary location that we de-
termine. Note that particles can diffuse across the separatrix as
they travel between the tail and the ionosphere. This is a source
of uncertainty that affects both methods used in the calibration.
This process would actually affect any method based on au-
roral observations in the vicinity of the boundary. The detailed
structure of the cusp is not accounted for. This approximation
only affects the opening voltage through the contribution asso-
ciated with the motion of the boundary, which is not dominant
in the cusp sector [8].

Images of the proton aurora are preferred for the absence of
significant dayglow contamination. This allows the determin-
ation of the boundary over the whole oval at any time of the
year and for any diameter of the polar cap. The boundary is
fitted with Fourier series, which allows an easy computation
of its velocity using several consecutive snapshots of the pro-
ton aurora. The motional component of the electric field can
thus be retrieved and combined with the ionospheric electric
field deduced from SuperDARN radar data to retrieve the total
reconnection electric field, as explained in the introduction.

2.2. Flux closure during substorm intervals
Fig. 1 shows the location of the open-close boundary estim-

ated with SI12 images of the proton aurora on 29 December
2000. Pseudobreakups are observed at 0241, 0320 and 0341
UT. An expansion phase onset takes place at 0359 UT, and
poleward boundary intensifications (PBI’s) are seen between
0650 and 1000 UT, with a maximum brightness around 0800
UT. Although these PBI’s do not clearly appear in the proton
aurora, they better show up in images of the electron aurora
obtained with the Wide band Imaging Camera (WIC) of the
IMAGE-FUV experiment.

The open flux and reconnection voltages that we deduce
from the SI12 and SuperDARN observations during this inter-
val are presented in Fig. 2. The open flux increases between

0230 and 0400 UT, an interval during which the IMF was
northward (Fig. 3). During this growth phase, the magneto-
sphere accumulates open flux up to 0.78 GWb. Magnetic flux
closure is seen to intensify at the time of the pseudobreakups,
but the time resolution of the method does not allow to dis-
criminate between a progressive or a transient intensification.
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Fig. 1. Sample of polar views of the proton aurora obtained with
IMAGE-FUV SI12 between 0235 and 1120 UT on 29 December
2000. The fitted open/closed field line boundary is overlaid in
white. The colour scale is expressed in SI12 counts.

The closure voltage reaches its maximum intensity shortly
after substorm onset ( 140 kV), which is in favour of the near
earth neutral line paradigm. These trends have been found in
other substorms as well, although exceptions exist, for com-
plicate events having multiple onsets, for example. At the time
of the PBI’s, during the recovery phase, the closure voltage in-
tensifies as well, suggesting a relation between PBI’s and mag-
netic flux closure. The quiet times closure voltage is found to
be 30 kV.

2.3. Flux opening during substorm intervals
As already outlined above, intense production of open mag-

netic flux has been observed during the substorm growth phase
between 0230 and 0400 UT on 9 December 2000. Dayside
reconnection is favoured during intervals of southward IMF,
and proxies based on the solar wind properties can be set up
to estimate the electric field responsible for magnetic recon-
nection along the dayside neutral line, where magnetospheric
and interplanetary field lines merge. This electric field must
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Fig. 2. Open magnetic flux (a), flux opening voltage (b) and flux
closure voltage (c) derived from SI12 and SuperDARN data on 9
December 2000.

then be multiplied by an effective length in order to retrieve
the reconnection voltage inferred from the solar wind prop-
erties. Conversely, the ratio of the opening voltage that we
deduce and the solar wind electric field gives an estimate of
the effective length of the reconnection site. This length is
typically of a few Earth radii. Fig. 4 presents the effective
length obtained comparing the opening voltage of Fig. 2 and
the proxy for the reconnection electric field proposed by [16],
i.e. E = vswBT sin4 (θ/2) where vsw is the solar wind ve-
locity, BT is the transverse magnetic field and θ is the clock
angle.
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Fig. 3. Interplanetary magnetic field components measured by the
WIND satellite on 9 December 2000.

The computed effective length of the merging site is of reas-
onable order of magnitude, and relatively stable versus time

in the present case, during which the IMF was nearly always
southward as indicated by the shading. However, during other
intervals presenting a northward IMF, the computed effective
length can be off by several orders of magnitude. This suggests
that proxies of the reconnection field are valid during south-
ward IMF, i.e. when reconnection is large, whereas they should
be considered with caution during northward IMF intervals.
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Fig. 4. Proxy for the reconnection electric field at the dayside
merging site, based on solar wind properties (a), flux opening
voltage obtained from SI12 and SuperDARN observations (b), and
effective reconnection length deduced from curves a and b on 9
December 2000. Shadings indicate southward IMF.

3. Shock-induced flux closure

We summarize here the results presented in [9]. It is well
known that, among other disturbances, interplanetary shocks
can trigger flux closure and the development of an expansion
phase [5] (and references therein), [13, 14]. Flux closure in-
duced by the interaction of IP shocks and the magnetosphere
is presented and analyzed in the light of an MHD simulation
of the space environment with GUMICS-4.
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Fig. 5. Solar wind properties measured with the ACE spacecraft
on 8 November 2000. The vertical solid lines indicate the ramp of
the solar wind pressure pulse.

3.1. Observational analysis
On 8 November 2000 between 0300 and 0700 UT, two in-

terplanetary shocks (Fig. 5) impinged on the Earth during a
prolonged interval of northward IMF. The magnetosphere did
not accumulate large amounts of open flux during that inter-
val and no substorm expansion phase could develop at all. The
open flux and reconnection voltages deduced from SI12 and
SuperDARN observations are shown in Fig. 6. A transpolar arc
was observed between 0400 and 0530 UT that disturbed our al-
gorithms and impaired their reliability, although the presence
of a transpolar arc is not of crucial importance in this study
because these structures evolve only slowly whereas we are
studying transient phenomena. Both shocks triggered a day-
side subauroral proton flash (DSPF) when they reached the
dayside magnetosphere [7]. The flux closure rate intensified
shortly after the interaction of each shock and the magneto-
sphere, reaching up to 130 kV despite the low value of the
open flux and the absence of substorm expansion activity. The
flux closure, confirmed by the dipolarization detected with the
GOES-8 satellite, is clearly induced by the interaction of both
solar wind high pressure fronts and the magnetosphere. A sim-
ulation of the space environment representing the interaction
between an IP shock and the magnetosphere during a north-
ward IMF interval was conducted to clarify the mechanism re-
sponsible for the flux closure.

3.2. MHD simulation
The GUMICS-4 model was used to solve the equations of

ideal MHD in the case of an IP shock impinging on the Earth
magnetosphere during an interval of northward IMF. Magnetic
reconnection is not explicitly included in GUMICS-4 [10], but
a phenomenon of numerical diffusion mimics resistive pro-
cesses, so that magnetic flux is nevertheless closed in the mod-
elled magnetotail. The computed plasma flow and density maps
can be used to analyze how the compression of the tail leads to
flux closure. As the IP shock sweeps along the magnetotail, it
compresses the magnetospheric plasma. The compression ex-
tends all the way down to the central plasmasheet, where a
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Fig. 6. Open magnetic flux of the magnetosphere (a), flux
opening rate at the dayside (b) and flux closure rate in the
magnetotail (c), 8 November 2000, deduced from combined
ground-based and global remote sensing observations. Inclination
angle of the magnetic field deduced from measurements of the
GOES-8 satellite at geosynchronous altitude (d). Vertical lines
indicate the arrival time of the main ramp of each interplanetary
shock at the Earth magnetopause. A transpolar arc was observed
between 0400 and 0530 UT that disturbed our algorithms and
impaired their reliability (dotted lines in panels a, b and c).

thinning of the plasma sheet takes place, leading to the form-
ation of an X line where magnetic flux is closed, and to the
formation of a plasmode expelled downtail. A detailed analysis
of the computed magnetic field reveals that the flux closure is
due to the compression of the tail.

4. Flux closure during an auroral streamer
event

An auroral streamer is a north-south aligned bright arc. It has
an upward (downward) field-aligned current on its dusk (dawn)
side, and it is surrounded by two vortices. It has been shown
that the magnetic field lines threading auroral streamers map to
the magnetotail into plasma bubbles forming bursty bulk flows
(BBF). It has also been shown that the magnetic field of these
plasma bubbles is dipolarized [3, 2]. A preliminary study has
been undertaken on a streamer event observed on 7 December
2000 around 2200 UT that shows that intense flux closure takes
place at the time of the observed streamer, especially along
magnetic field lines threading the polar edge of the streamer.

5. Summary

A method that combines FUV imaging of the proton aurora
and radar observations of the ionospheric convection has been
developed to estimate the open flux threading the polar cap
as well as the flux opening and closure voltages. Application
of that method to substorm intervals reveals that 1. magnetic
flux closure can intensify prior to substorm onset, producing
pseudobreakups. 2. The flux closure voltage generally reaches
a maximum value shortly after onset. 3. The closure voltage
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progressively returns to the quiet times value of 30 kV dur-
ing the recovery phase. 4. PBI’s sometimes occurring during
the recovery phase are associated with an intensification of the
closure rate. 5. Proxies used to estimate the reconnection elec-
tric field responsible for field line merging between the solar
wind and the magnetosphere are valid during southward IMF
intervals, but should only be used with caution when the IMF
is northward.An application to an interval presenting the in-
teraction of IP shocks in the absence of substorm expansion,
analyzed in the light of an MHD simulation, showed how the
compression of the tail leads to the formation of a neutral line
in the plasmasheet. This process causes magnetic flux to be
closed at a rate that can reach 130 kV, despite the absence of
substorm expansion activity.

References

1. Akasofu, S. I., The development of the auroral substorm, Planet.
Space Sci., 12, 273, 1964.

2. Amm, O. and K. Kauristie, Ionospheric signatures of bursty bulk
flows, Surv. Geophys., 23, 1, 2002.

3. Angelopoulos, V., W. Baumjohann, C. F. Kennel, F. V. Coron-
iti, M. G. Kivelson, R. Pellat, R. J. Walker, H. Lhr, and G.
Paschmann, Bursty bulk flows in the inner central plasmasheet,
J. Geophys. Res., 97, 4027, 1992.

4. Blanchard, G. T., C. L. Ellington, L. R. Lyons, and F. J. Rich, In-
coherent scatter radar identification of the dayside magnetic sep-
aratrix and measurement of magnetic reconnection, J. Geophys.
Res., 106, 8185, 2001.

5. Boudouridis, A., E. Zesta, L. R. Lyons, P. C. Anderson, D. Lum-
merzheim, Enhanced solar wind geoeffectiveness after a sudden
increase in dynamic pressure during southward IMF orientation,
J. Geophys. Res., 110, doi: 10.1029/2004JA010704, 2005.

6. Dungey, J. W., Interplanetary field and the auroral zones, Phys.
Res. Lett., 6, 47, 1961.

7. Hubert, B., J.-C. Gérard, S. A. Fuselier, S. B. Mende, Observa-
tion of dayside subauroral proton flashes with the IMAGE-FUV
imagers, Geophys. Res. Lett., 30, 10.1029/2002GL016464, 2003.

8. Hubert, B., S. E. Milan, A. Grocott, C. Blockx, S. W. H.
Cowley, and J.-C. Gérard, Dayside and nightside reconnec-
tion rates inferred from IMAGE FUV and Super Dual Au-
roral Radar Network data, J. Geophys. Res., 111, A03217,
doi:10.1029/2005JA011140, 2006a.

9. Hubert B., M. Palmroth, T.V. Laitinen, P. Janhunen, S.E. Milan,
A. Grocott, S.W.H. Cowley, T. Pulkkinen, and J.-C. Grard, Com-
pression of the Earth’s magnetotail by interplanetary shocks dir-
ectly drives transient magnetic flux closure, Geophys. Res. Lett.,
in press, 2006b.

10. Janhunen P., A positive conservative method for magnetohydro-
dynamics based on HLL and Roe methods, J. Comp. Phys., 160,
649-661, 2000.

11. McPherron, R. L., Growth phase of magnetospheric substorms,
J. Geophys. Res., 75, 5592, 1970.

12. Mende, S.B., H. Heetderks, H.U. Frey, J.M. Stock, M. Lampton,
S. Geller, R. Abiad, O. Siegmund, S. Habraken, E. Renotte, C.
Jamar, P. Rochus, J.C. Gérard, R. Sigler, and H. Lauche, Far ul-
traviolet imaging from the IMAGE spacecraft : 3. Spectral ima-
ging of Lyman alpha and OI 135.6 nm, Space Sci. Rev., 91, 287,
2000.

13. Meurant, M., J.-C. Gérard, B. Hubert, V. Coumans, C. Blockx,
N. stgaard, S. B. Mende, Dynamics of global scale electron and
proton precipitation induced by a solar wind pressure pulse, Geo-
phys. Res. Lett., 30, 2032 10.1029/2003GL018017, 2003.

14. Milan, S. E., S. W. H. Cowley, M. Lester, D. M. Wright, J. A.
Slavin, M. Fillingim, C. W. Carlson, and H. J. Singer, Response
of the magnetotail to changes in the open flux content of the mag-
netosphere, J. Geophys. Res., 109, doi: 10.1029/2003JA010350,
2004.

15. Ruohoniemi, J. M., and K.B. Baker, Large scale imaging of high
latitude convection with Super Dual Auroral Radar Network HF
radar observations, J. Geophys. Res., 103, 20797, 1998.

16. Wygant, J. R., R. B. Torbert, and F. S. Mozer, Comparison of
S3-3 polar cap potential drops with the interplanetary magnetic
field and models of the magnetopause reconnection, J. Geophys.
Res., 88, 5727, 1983.

c©2006 ICS-8 Canada





123

Energy flux of electron precipitation as monitored
by an all-sky camera

K. Kauristie, N. Partamies, S. Mäkinen, R. Kuula, and A. Strømme

Abstract: We use the inversion method of [4] to estimate the energy flux of electron precipitation from the emission
rates recorded by our All-Sky Camera in Kilpisjärvi (KIL). The beam of the incoherent scatter radar EISCAT is in the
central field of view of the camera which enables comparisons of the ASC and radar based precipitation flux estimates.
Our data set of 533 pairs of simultaneous flux estimates show a correlation of r = 0.72 between the two data sets. In
global scale the energy flux of auroral precipitation is known to have a linear correlation with the AE-index. We find a
similar relationship between the energy flux as integrated over the KIL ASC field-of-view and the local auroral electrojet
index defined from the IMAGE magnetometer chain (IE-index). The linear relationship holds especially when the epsilon
parameter of solar wind input stays below 0.2 TW (as 10 min averages) and then one can see 10-20% of the global
auroral precipitation energy flux with one ASC located in the midnight sector.

Key words: auroral precipitation, all-sky cameras, substorms.

1. Introduction

The inversion method by [4] (hereafter ASCinv) can be used
to estimate the energy flux of electron precipitation from the
basis of multiwavelength All-Sky Camera (ASC) observations.
The method makes the inversion from ASC data to volume
emission rates and to the corresponding energy flux as a single
step. The energy range of the method is 0.1–8 keV. The coup-
ling between the energy deposition of the electron precipitation
and the auroral emission is modelled with the empirical formu-
las of [9, 10] and [11]. [8] evaluate the performance of ASCinv
by comparing its output with flux estimates as deduced from
DMSP and EISCAT data. The study demonstrates that in fa-
vourable conditions (stable arc near the ASC zenith) ASCinv
estimates of electron energy flux agree within 10% relative er-
ror with the DMSP flux measurements. Using the modifica-
tions suggested by [12] in the emission physics yields better
consistency between the two data sets. With EISCAT based
flux estimates (deduced with the SPECTRUM method of [6])
the correlation is less obvious: smaller than 50% relative errors
were found only in 36% of the analysed cases. The differences
between the energy range and time resolution of ASCinv and
SPECTRUM at least partly explain the inconsistencies in the
flux estimates. The analysis of [8] also revealed that ASCinv
reproduces more reliably the energy flux values than the num-
ber flux values.

In this paper we continue the comparison study of EISCAT
and ASC based electron flux estimates. While [8] selected for
their analysis individual images with stable auroras in the EIS-
CAT beam location, we use here events of longer duration (and
thus not always auroras in the EISCAT measurement point) to
search some general trends in the flux estimate inconsistencies.
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Probing the performance of ASCinv in different conditions is
an intermediate step to reach our final goal which is the routine
usage of ASC-data for monitoring mesoscale energy dissipa-
tion due to auroral precipitation similarly as local AE-indices
are used to monitor Joule heating rates. The latter part of the
this paper we study mesoscale energy dissipation with ASC-
recordings during 17 substorm periods and discuss the relation
between local and global energy consumption rates.

2. ASC-EISCAT comparisons

The events for the EISCAT-ASC comparison study were se-
lected carefully in order to avoid periods with clouds or too
bright auroras which saturate the camera. Auroral brightnesses
around 2-7 kR appeared to be suitable for our analysis. The
point in the ASC image comparable with the EISCAT obser-
vation depends naturally on the altitude of the auroras. The
altitude could be estimated for each time separately e.g. by in-
vestigating the EISCAT electron density profiles. In this study,
however, we used the constant beam location of 69.4 N and
19.2 E, which corresponds to the altitude of 110 km. Using a
constant location for all the events may cause additional scatter
especially in the cases where the assumed altitude is slightly
erraneous and there are sharp gradients in the precipitation
around the EISCAT beam location. In these cases EISCAT
measurements may come from a dark region while ASC re-
cordings come from bright region (or vice versa).

The electron precipitation which typically causes 557.7 nm
auroras has average energies around 2–20 keV and thus it in-
creases electron densities at altitudes 95–130 km [10]. In Fig. 1
we test how accurately the KIL ASC and EISCAT observa-
tions follow this principle. The data have been recorded dur-
ing five 1–2 hour long periods of moderate substorm activ-
ity. The plotted parameters are the ASCinv energy flux from
KIL ASC data and the electron content along the EISCAT field
line as integrated over 95–130 km altitudes. The electron con-
tent show increasing trend with increasing energy fluxes like it
should, but the scatter of the data points is large especially at
the high flux values. The linear fit between the points is TEC
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×10−16 = 166.40(Wm)−1×Eflux+1.01 m−3 with r = 0.66.
Precipitation causing visual auroras increases especially the

ionospheric Hall conductances. Thus in the auroral regions the
ratio of Hall to Pedersen conductance (hereafter the α-para-
meter) is enhanced and in substorm auroras it can vary in the
range 1–5 [2]. Fig. 2 shows the dependency of the α-values by
EISCAT on the energy flux values by ASCinv. In the flux range
from 3–10 mW/m2 the majority of data points show roughly
a linear relatioship with the α-values increasing from 0.5 to
2.3. This picture is obscured somewhat by a secondary branch
of points which show high α-values for minimal flux values.
These α-values, however, are less significant as they have been
measured in dark conditions where both Hall and Pedersen
conductances have been small (c.f. the group of points with
TECU<1 in Fig. 1).

The relationship between the energy flux estimates by EIS-
CAT computed with the SPECTRUM program [6] and the flux
values by ASCinv are shown in Fig. 3. This data set suggests
that EISCAT-based flux values tend to be slightly larger than
the ASCinv based flux values. The linear fit best describing
this relationship is EfluxEISCAT = 1.35×EfluxASCinv−0.70
mW/m2 with r = 0.72. Obviously the data set should be ex-
panded with more events having energy flux values above 15
mW/m2 to get further confirmation for this result.
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Fig. 1. Energy flux as deduced from ASC data versus the
electron content along the EISCAT field line and integrated over
95–130 km altitudes (TECU=1016m−3). The number of data
points is 486 and r = 0.66 for the linear fit.

3. Precipitation power over ASC field-of-view

In order the study the auroral precipitation power in meso-
scales we integrate the energy flux values by ASCinv over the
field-of view of the KIL ASC which is a circle of ∼300 km
radius. The original size of an ASC image is 512 × 512 pixels
which corresponds to a spatial resolution in the range from
about one km (near the zenith) to tens of km (near horizon).
We use in the integration 8 × 8 superpixels, i.e. a grid of 64
× 64 points and again the situations of intensity saturation are
avoided (i.e. we handle only luminosities between 2–7 kR).
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Fig. 2. Energy flux as deduced from ASC data versus the Hall
to Pedersen conductance ratio (α). The number of data points is
486.
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Fig. 3. Energy flux as deduced from ASC data versus the flux
values computed from EISCAT data with the SPECTRUM-
programme. Dashed line shows the one-to-one correspondence.
Solid line shows the best linear fit with r = 0.72. The number of
data points is 533.

Our data set consists of 17 1–2 hour periods of substorm activ-
ity with one minute time resolution which corresponds to 2290
ASC-fov-power values.

3.1. MLT distribution

Fig. 4 shows the distributions of ASC-fov-power values in
the different MLT-sectors. In the evening and midnight sectors
the distributions have the peak at the values 1–2 GW and the
occurences of the higher power values show an exponential
decay. In the morning sector the distribution has in addition
to the main peak at 1–2 GW another maximum at 4–6 GW.
The morning sector distribution is consistent with the previous
findings by [7] of enhanced energy dissipation in the morning
sector during substorms.
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Fig. 4. Distributions of the ASC-fov-power values in the different
MLT sectors: Evening sector 17.5–21.5 MLT, morning sector
3.5–8.5 MLT, and midnight sector 21.5–3.5 MLT.

3.2. Connection with the electrojet activity
ASC-fov-power can be anticipated to correlate with electro-

jet activity only during moderate activity when the oval is at
the latitudes of KIL (MLAT ∼ 66) and the ASC field-of-view
monitors a significant portion of the auroral oval. We charac-
terize the global activity level with the solar wind energy input
as estimated with the Akasofu ε-parameter [3]. ε is computed
from the data of the ACE satellite and shifted in time according
to the propagation time from the satellite to the nominal mag-
netopause distance (10 RE). In comparisons with the nightside
activity it is also reasonable to smoothen out the rapid time
variations from the ε-parameter. Instead of pure ε-values we
use the energy values achieved by the time integration of ε
over the 10-min period preceeding each ASC-fov-power ob-
servation.

As a measure of electrojet activity we use the IE-index which
is derived with the AE-index method from the recordings of the
Fennoscandian IMAGE magnetometer chain. When the IM-
AGE magnetometer chain monitors the MLT-sectors 00–04 the
IE-index can be considered as a representative estimate of the
global AE-activity [5]. KIL ASC-fov-power values appeared to
have the best correlation with IE-values when the solar wind
input energy 10-min values stay below 100 TJ (corresponds
roughly to 10-min average of ε ∼ 0.2 TW). Under this condi-
tion we can write Eflux=0.0071 (GW/nT)×IE+0.6 GW (with
r = 0.68, c.f. Fig. 5).

3.3. Example event
Our example event is a substorm which took place on Oct

20–21 2004 during 23:00–02:00 UT. The solar energy input,
IE-index, and KIL ASC-fov-power recorded during this sub-
storm are shown in Fig. 6. The ε-values varied around 0.3–0.4
TW during the hour preceding the substorm onset which was
associated with IMF BZ northward turning and consequent ε
drop to zero. After a break of ∼ 45 the energy input from the
solar wind rose up again and ε values increased back to level
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Fig. 5. Dependency between the IE-index and KIL ASC-fov-
power when

∫ 10−min
εdt < 100 TJ. Dashed line shows the

linear fit with r = 0.68. Solid line and the errorbars show the
ASC-fov-power median and standard deviation values in bins
0–100 nT, 100–200 nT, 200–300 nT, 300–400 nT, 400–500 nT
and 500–600 nT.

0.4–0.5 TW (corresponding to 10-min power values of 100–
200 TJ) where it stayed until the recovery of the substorm.
According to the AE quicklook plots in the Kyoto WDC web-
site the IE-index represented the global electrojet activity quite
well: The duration of the event is roughly the same in both in-
dices and the peak in IE is only ≤ 50 nT smaller than that of
AE.

The KIL ASC-fov-power was largest at ∼ 23:50 UT, i.e.
about 15 minutes after the start of onset in the IE-index. The
peak value was 5.1 GW while the few values recorded before
the breakup were around 0.3 GW and after the expansion phase
(i.e. after 00:15 UT) the values remained at the level of 1 GW
for 1.5 hours. During the period 23:38–00:15 UT of bright au-
roras (c.f. Fig. 7 for example images) the energy dissipation
in the ionosphere due to electron precipitation was 5.1 TJ and
during the recovery phase period 00:15–01:45 UT of dimmer
auroras the dissipation was 6.4 TJ.

4. Summary and conclusions

We have investigated the electron precipitation energy flux
values as deduced from ASC data with the method of [4]. Our
data set of five 1–2 hour periods of substorm activity with
simultaneous ASC and EISCAT observations shows a relat-
ively good correlation (r = 0.72) between the ASC-based and
EISCAT-based energy flux estimates.

We have also studied the variations of the electron precipit-
ation power in the area of one ASC field-of-view (circle with
∼ 300 km radius, luminosity range 2–7 kR). In the data set of
17 1–2 hour periods of moderate substorm activity the most
typical power values varied between 1–2 GW. Larger values,
5–6 GW, were recorded during the auroral breakups , as can be
anticipated, but also during the morning sector auroras.

The ASC-fov-power values of our KIL camera (MLAT∼66)
correlate with the global electrojet activity if auroras are mon-
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Fig. 6. Energy and power values recorded during the substorm on
Oct 20–21 2004. From top to bottom: Solar wind ε, energy values
achieved by intergating ε over the preceding 10 minutes, IE-index
from the IMAGE magnetometer chain and KIL ASC-fov-power
values.

itored in the MLT-sector 00–04 and if the solar wind input is
moderate (10-min ε average ≤ 0.2 TW). If we under these con-
ditions use the estimate of [1] for the dependency of global pre-
cipitation power on AE-index (Eflux(GW) = 0.06*AE (nT)) to-
gether with the corresponding formula for local activity achie-
ved in this study we come to the conclusion that one ASC can
see 10–20% of the global precipitation energy in the AE-range
of 100–600 nT.

References

1. Ahn, B.-H., Akasofu, S.-I. and Kamide Y., The Joule heat pro-
duction rate and the particle energy injection rate as a function
of the geomagnetic indices AE and AL, J. Geophys. Res., 88,
6275–6287, 1983.

2. Aikio, A. T. and Kaila, K. U., A substorm observed by EISCAT
and other ground-based instruments - evidence for near-Earth
initiation, J. Atmos. Terr. Phys., 58, 5–21, 1996.

3. Akasofu, S.-I., Energy coupling between the solar wind and the
magnetosphere, Space Sci. Rev., 28, 121, 1981.

4. Janhunen, P., Reconstruction of electron precipitation character-
istics from a set of multi-wavelength digital all-sky auroral im-
ages, J. Geophys. Res., 106, 18505–18516, 2001.

5. Kauristie, K., Pulkkinen, T. I., Pellinen, R. J. and Opgenoorth,
H. J., What can we tell about global auroral-electrojet activity
from a single meridional magnetometer chain?, Ann. Geophys.
14, 1177–1185, 1988.

6. Kirkwood, S., SPECTRUM - a computer algorithm to derive
the flux-energy spectrum of precipitating particles from EISCAT

Fig. 7. KIL ASC images (557.7 nm) acquired during the
substorm on Oct 20–21 2004. From top left to bottom right:
23:38 UT (growth), 23:45 UT (breakup), 23:48 UT (expansion)
and 00:55 UT (recovery).

electron density profiles, IRF Tech. Rep., 034, Swedish Institute
of Space Physics, 1988.

7. Opgenoorth, H. J., Persson, M. A. L., Pulkkinen, T. I. and Pel-
linen, R. J., Recovery phase of magnetospheric substorms and
its association with morning sector aurora, J. Geophys. Res., 99,
4115–4129, 1994.

8. Partamies, N., Janhunen, P., Kauristie, K., Mäkinen, S. and Ser-
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Solar wind and interplanetary magnetic field
features before magnetic storm onset

O. Khabarova, V. Pilipenko, M.J. Engebretson, and E. Rudenchik

Abstract: The presented results, concerning the features of the solar wind plasma structure as observed by spacecraft
upstream of Earth, could be used for development of middle-term forecasts of magnetic storms. We have analyzed 1-hour
data for 1995-2005 and a whole year of 1-min data during solar minimum (1995) and during solar maximum (2000)
with 48 and 60 storms, respectively. The long-term statistical correlations between the solar wind/IMF parameters are
found to vary during the solar cycle, and this fact should be taken into account for the prognostic aims. During solar
maximum the yearly correlation of V with ground geomagnetic indices drops, and the correlation of N with these indices
becomes significant during solar minimum only. Elevated solar wind density enhances statistically the IMF magnitude,
but not the IMF Bz component. A remarkably high correlation exists between the low-frequency solar wind plasma
turbulence with time scales 4-32 min and the IMF magnitude. It was shown that solar wind dynamic pressure variations
are mainly determined not by speed, but density. The density changes play a significant geoeffective role. In many cases
magnetic storms with -30 nT< Dst <-100 nT are the result of sharp increases in solar wind density with consequent
negative Bz at the background of low and steady solar wind velocity. Besides, about 2 days before ∼80% of magnetic
storm commencements a weak increase of density is observed. This increase of the solar wind density is irregular and
accompanied by fluctuations with time scales ∼ 2 − 120 min, on the average, 2 days prior to storm commencements. The
possible mechanisms of these pre-storm solar wind/IMF variations have not been firmly established yet. Thus, variations
of the solar wind plasma are a largely underestimated factor in magnetic storm triggering and could be effectively used for
space weather forecasting.

Key words: magnetic storms, solar wind, geomagnetic storm forecasting.

1. Introduction

Magnetic storm forecasting is one of the most important
problems of solar-terrestrial physics and the keystone of space
weather science. As in seismology, forecasting methods can
be roughly classified into short-term (about 1 hour in advance
using spacecraft measurements at the L1 point), middle-term
(from several hours to several days), and long-term (solar cy-
cles). The short-term forecasts are rather exact, up to ∼ 90%,
but their alert time (∆T < 1h) is too small for usage of this in-
formation in practical aims. The quality of medium-term fore-
casting remains rather modest: during solar maximum the suc-
cessful forecasting rate is ∼75% (see, for example, the Lund
Space Weather Center and Naval Research Laboratory web-
pages). However, the actual forecast quality is lower, because
most of the medium-term forecasting methods are oriented to-
ward the prediction of probability of severe storms only, and,
drops to ∼30% during solar minimum [1]. There are several
unsolved problems, leading to our inability to produce the de-
sired level of middle-term prognosis of geomagnetic storms.

Direct monitoring of solar eruptive processes cannot solve
the problem of middle-term magnetic storm forecasting, be-
cause it is very uncertain whether an ejecta would reach the
Earth and how a solar plasma stream would evolve upon the
propagation.
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One of the main reasons is that most of the techniques used
for magnetic storm forecasting are oriented toward the pre-
diction of severe magnetic storms, with Dst < −100 nT. It
is commonly assumed that the majority of severe magnetic
storms (∼ 80%) are caused by the arrival of magnetic clouds
(MCs) from coronal mass ejections (CMEs) and, to a much
lesser extent, by corotating interaction regions (CIRs) [2, 3].
As a result, the space weather community is overwhelmingly
oriented to the study of CMEs with a strong southward inter-
planetary magnetic field (IMF), so the following paradigm has
been formed: ”The main controlling factors of geomagnetic
activity are the solar wind speed V and the north-south IMF
component Bz”.

However, the number of strong storms is less than 10% of
the total storm number [2]. Meanwhile, less intense storms
should not be disregarded because of their seemingly low geoef-
fectiveness. There are many examples indicating that moderate
storms (Dst ∼ −50nT) often produce much higher increases
of relativistic electron fluxes near the geosynchronous orbit
than intense storms (Dst < −100 nT) do [4, 5].

Most of the medium-term forecasting methods are oriented
towards the prediction of the probability of CME arrival. Mean-
while, according to recent investigations, the existing estimates
of the geoeffectiveness of real CMEs are close to estimates of
the geoeffectiveness of solar flares (30-40%) [6]. At the same
time, for a random distribution of solar processes and magnetic
storms the formally calculated coefficient of correlation can be
30-40%. This value is comparable with the forecast success
rate ∼30% during the solar minimum [1].

Commonly, the geoeffectiveness of the solar wind is over-
whelmingly characterized by the combinations of the velocity
V and the IMF Bz component: the interplanetary dawn-dusk
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electric field EEW = V ∗ Bz or total electric field ET =
V ∗ B. Implicitly, the paradigm of determining the role of
CMEs and EEW has been expanded to all the processes of
solar wind-magnetosphere interaction. Sometimes, e.g. [2], a
magnetic storm is even defined as ”an interval of time when
a sufficiently intense and long-lasting interplanetary convec-
tion electric field leads ... to an intensified ring current strong
enough to exceed some key threshold of the quantifying storm
time Dst index”. This definition assumes that all other factors
of the solar wind and IMF play no role in the storm production,
and the only physical mechanism influencing the magneto-
sphere is reconnection. Such solar wind/IMF parameters like
plasma density N , level of turbulence, etc., commonly have
not been taken into account and examined for their geoeffect-
iveness. In particular, density was considered as a minor factor,
just increasing the storm intensity or enhancing negative Bz at
the leading edge of a magnetic cloud [7].

Meanwhile, statistical analysis shows that upon a decrease
of magnetic storm intensity, the solar wind velocity has ever
diminishing influence on Dst disturbance. Only 23% of mild
storms with -50nT< Dst <-30nT are related to high-velocity
streams [2]. At the same time, there are indications of the geoef-
fectiveness of other solar wind/IMF parameters, especially the
solar wind plasma density which might enhance the effect of
southward IMF and production of the ring current [8, 9]. In-
troduction into a forecasting algorithm of solar wind dynamic
pressure improved the quality of short-term storm prediction,
especially for the most intense storms [10].

It would be an intriguing possibility to find an alternative ap-
proach to medium-term forecasting, in which solar wind/IMF
features might be used as a prognostic factor. It is worthwhile
to pay more attention to the solar wind plasma density, a still
underestimated factor of storm stimulation as compared with
the recognized storm-makers - velocity and IMF Bz [11]. This
paper is mostly focused on the study of features of the solar
wind and IMF dynamics before magnetic storm onset, with
special emphasis on solar wind density and its fluctuations.

2. Data, techniques, and features of magnetic
storms under study

To characterize the solar wind changes and magnetospheric
disturbances we have used speed V , proton concentration (dens-
ity) N ; and IMF from Wind and ACE spacecraft, as well as
SYM-H and Dst indices. We have analyzed statistically the
interval 1995-2005 on the basis of hourly OMNI data and have
tested in detail an entire year of 1-min Wind spacecraft data
during solar minimum (1995) and solar maximum (2000).

To estimate the power of the solar wind density fluctuations
we have used the database of hourly ULF indices [5] - the spec-
tral power of IMF and N fluctuations integrated over the 2-7
mHz frequency band. Additionally, we have applied the wave-
let technique to estimate the integrated power WN of density
fluctuations with various time scales (commonly, from 4 to 32-
64-128 min) with 1-min cadence.

In order to have the possibility to analyze statistically pre-
storm intervals we must know how to identify magnetic storm
onsets. For automatic detection of storm onset we have applied
the following algorithm. We have calculated a 30-minute mov-
ing gradient of the SYM-H index, ∇30min|SYM-H|, where the

gradient has been estimated as the tangent of the inclination
of the autoregression straight line for 30 points. A storm on-
set was reported when the absolute value of this gradient had
exceeded a certain threshold value (0.3) before geomagnetic
indices (Kp, Dst) indicated disturbed conditions at least 2
hours after this moment. This algorithm reliably detected an
SSC moment as well as an onset of magnetic storm growth
phase without SSC. In contrast to the technique proposed here,
the usage of hourly Dst and 3-hour Kp indices enables one
to detect the storm main phase onset, but not the onset of the
growth phase. With application of this technique, 48 and 60
storms with Dst < −30 nT were detected during 1995 and
2000, respectively.

A histogram of magnetic storm occurrence with respect to
its intensity is shown in Fig.1 for two phases of solar activity
cycle: minimum, 1995-1996, and maximum, 2000-2001. Ac-
cording to the IAGA SSC catalogue, all the storm events have
been classified as storms with SSC (dark columns) and without
it (gray columns). The distribution of intensity of magnetic
storms with identified origins (whenever it was possible) is also
shown in Fig.1: CIR-related storms (marked by diagonal lines),
and MC-related storms (white columns). During both the solar
minimum and maximum years, the geoeffectiveness of CIRs
and MCs in the production of medium and severe magnetic
storms was nearly equal, which is in a good correspondence
with [6], but in contrast to the commonly accepted point of
view about the prevailing geoeffectiveness of MCs. The num-
ber of storms caused by CIRs is about 1.7 times larger than
the number of storms caused by MCs both during solar min-
imum and maximum. Overall storm statistics show that such

Fig. 1. Histograms of magnetic storm occurrence (in %) in
respect to their intensity (as measured by the Dst index) for solar
minimum (1995-96) and solar maximum (2000-01) for various
categories of magnetic storms: with SSC (black), without SSC
(gray), CIR-produced (diagonal lines), and MC-produced (white).

events as CIRs and MCs are rather rare, so most storms are
produced either by recurrent streams without evident CIR, or
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by streams of mixed origin [13]. Therefore, it would be use-
ful for prognostic aims to classify the geoeffectiveness of the
solar streams not by their affiliation with CIRs or MCs, but
by simple physical characteristics: velocity, density, magnetic
field, and the intensity of the magnetospheric disturbances pro-
duced.

3. Relationships between basic solar wind and
geomagnetic activity parameters

For a long time it was supposed that the solar wind dynamic
pressure D = NV 2 is the dominant geoeffective factor influ-
encing storm development. Though since that time the paradigm
in storm studies has changed, variations of the dynamic pres-
sure are still one of the key space weather parameters, influ-
encing, for example, the size and shape of the magnetosphere.
Then, a question arises: which of the components - density or
velocity - are most significant for pressure variations? Are the
mechanisms of the magnetospheric response to the variations
of N and V different or the same?

It might seem that velocity is geoeffective [14] because it
provides a second power contribution (∝ V 2) to the dynamic
pressure variations. However, analysis of solar wind data has
shown that the possible geoeffectiveness of solar wind dynamic
pressure is determined mainly by changes of density, but not
velocity. The correlation coefficient between plasma density
and dynamic pressure is R � 0.8, which is about 10 times
more than that between the speed and dynamic pressure (for
1-min cadence data for 1995 and 2000). Therefore, we exam-
ine in greater detail the statistical properties of the solar wind
density, because variations of N may be significant for storm
dynamics and space weather purposes.

For space weather forecasting purposes it is important to
know whether the relationships between different interplanet-
ary parameters and their geoeffectiveness are stable from year
to year and independent of solar activity level. We have found
that statistical relationships between the solar wind and IMF
parameters have turned out to differ, sometimes significantly,
at various solar cycle phases (Fig. 2). The following results of
correlative analysis should be highlighted:

During solar maximum the correlation between V and Dst
dropped to R � 0.3 (Fig. 2a). The correlation between N and
Dst is significant (R � 0.4−0.5) during solar minimum only.
Correlation between Bz and Dst is stable and statistically sig-
nificant, but low, R � 0.2 − 0.4 (Fig. 2b).

The correlation between N and Bz is practically absent (Fig.
2b). Thus, the popular hypothesis about an increase of south-
ward IMF by an enhanced N [7] has not been supported by our
statistical results. Meanwhile the correlation of N with IMF
magnitude |B| is much higher. Thus, the solar wind density
indeed can drag and compress the IMF lines, but N equally
enhances IMF of any direction, not only southward.

A remarkably high correlation between the low-frequency
solar wind plasma turbulence, as characterized by the wave-
let power WN of density fluctuations with time scales 4-32
min and IMF magnitude |B| is observed: R � 0.40 − 0.55
(Fig. 2c). Thus, the high magnitudes of IMF are commonly
accompanied by an elevated level of solar wind plasma tur-
bulence. A surprisingly high correlation is observed between
the wavelet power WN and Kp (Fig. 2c). We also checked the

Fig. 2. The yearly variations of pair correlation coefficients
between various solar wind/IMF parameters and geomagnetic
indices for the solar cycle period 1995-2005.

geoeffectiveness of various solar wind / IMF parameters. The
correlation between the most famous storm-makers, the inter-
planetary electric fields EEW and ET , and the Dst and Kp
indices is shown in Fig. 2d. The highest and most stable cor-
relation coefficient is observed between ET and Kp, in good
correspondence with [12]. Our analysis also shows, rather sur-
prisingly, that EEW −Kp and EEW −Dst correlations are not
so high (Fig. 2d), comparable with the Bz − Dst correlation
(Fig. 2a).

These facts may indicate that intrinsic properties of the solar
wind and IMF, as well as their magnetospheric response, vary
during a solar cycle. Therefore, storm prediction algorithms
must adapt to these variations, otherwise they would be not
equally effective during various phases of solar cycle.

4. Magnetic storm driving by the solar wind
density and IMF

There is a common view that magnetic storms are produced
by extended intervals (more than ∼ 3 hours) of southward
Bz < 0, whereas V determines the storm intensity, because
the main driver is supposed to be the interplanetary electric
field EEW . However, this rule works for severe storms only,
and in reality just a moderate southward IMF, even with high
V , is not sufficient to produce a storm. For example, between
04/30 and 05/02, 1999 (Fig. 3a) there were many intervals
with Bz � −2 nT with duration of a few hours under high
V � 600 − 650 km/s and low N , but they have not produced
any significant disturbance (Dst > −30 nT). At the same time,
mild and moderate magnetic storms can be produced by mod-
erately negative Bz without significant growth of V , but after
substantial and steep N growth (see examples in Fig. 3b-d).

In total, 84 storms (∼ 80%) with Dst < −30 nT, dur-
ing both solar minimum (1995) and maximum (2000), were
preceded by a rapid solar wind density increase, whereas the
velocity growth occurred after storm development. The delay
between a rapid rise in density and a velocity peak is com-
monly about 1 day, therefore a storm is in its recovery phase
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Fig. 3. Variations of the IMF Bz component, solar wind density
N and velocity V (taken from OMNI), and the Dst index during
space weather events on (a) 04/30-05/02, 1999; (b) 10/16-10/26,
1998; (c) 08/16-08/26, 1998; and (d) 02/28-03/07, 1999.

during the arrival of the high-speed-stream. So, the usually
cited conditions of the storm production ”long-term occurrence
of southward IMF and high velocity” are not both equally ne-
cessary. For example, Fig. 3c shows the event when two sub-
sequent storms have been stimulated with some delays by rapid
increases of N at the background of low V . However, in an-
other event (Fig. 3d) the first storm is triggered by the N in-
crease, whereas the second storm is related to the increase of
V .

Probably, in events like these the loading-unloading mech-
anism supplies energy into the magnetosphere, maybe even
during periods preceding storm onset. This energy is eventu-
ally released as a magnetic storm only after strong ”shaking”
of the magnetosphere by the high pressure solar wind pulses.

5. Behavior of solar wind parameters prior
storm onset

Case-study analysis shows that the solar wind behavior be-
fore a magnetic storm persistently demonstrates important fea-
tures. Besides the rapid increase of the plasma density, provok-
ing magnetic storm beginning, a more gradual increase of N
occurs for a few hours or even days before the main density

growth. The increase of N is not steady, but is accompanied
by irregular fluctuations. These features can be used as a storm
precursor.

Typical features of the solar wind before magnetic storm on-
set are illustrated by the 03/21-03/29, 1995 event (Fig. 4a). The
increase of N is accompanied by an elevated level of dens-
ity fluctuations with time scale 4-32 min, as revealed by the
wavelet power, and strong changes in the 6-h running gradi-
ent of density. This case describes a typical situation, when a
magnetic storm has precursors in the solar wind: a weak and
irregular increase of density before the main jump of N . The

Fig. 4. (a) Variations of IMF Bz component, solar wind density
N , wavelet power of density fluctuations WN , six-hour running
gradient of N , and the Dst index during the magnetic storm
of 03/21-03/29, 1995. (b) Histograms of statistical distributions
of N for the whole year and for the periods 1 hour and 12
hours before storm onsets for 1995 (left-hand panels) and 2000
(right-hand panels).

observations of case studies such as the above are confirmed
by the following statistical analysis. We have compared two
distributions of various interplanetary parameters from 1-min
Wind data: overall yearly distribution (white bars) and distribu-
tion during time intervals before magnetic storm onsets (dark
bars). The comparison of these distributions has shown that:

The pre-storm density values are increased in comparison
with the annual distribution (Fig. 4b) both for the year of max-
imum (1995, left-hand panel) and minimum (2000, right-hand
panel) of solar activity. This increase is observed at time in-
tervals 1 hour (upper panels) and 12 hours (bottom panels) be-
fore storm onset. The effect becomes weaker for the time inter-
val 24 hours and entirely disappears at the 2 day interval (not
shown). The solar wind velocity, on the other hand, demon-
strates a tendency to decrease slightly before storm onsets, both
during solar minimum and maximum. Density fluctuations in
the ULF range are enhanced before onset, as revealed by the
shift of the distribution of the TN index to higher values, both
during solar minimum and maximum (Fig. 5). This enhance-
ment becomes less evident for the 2 day interval. The tendency
of increase of background solar wind density and its variab-
ility before magnetic storms can be seen from histograms of
the distribution of running 6-hour gradients of N for the en-
tire year and periods before storms (Fig. 6). Before storms
the magnitude of the density gradient increases both during
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Fig. 5. Comparison of histograms of annual distributions and
pre-storm distributions of the solar wind velocity during solar
minimum (1995) and maximum (2000) for 12 hours time intervals
before storm commencement.

Fig. 6. Comparison of histograms of annual distributions and
pre-storm distributions for fluctuations of the solar wind density,
as characterized by the ULF power index TN , during solar min
(1995) and max (2000) for 12 hours time intervals before storm
commencement.

solar minimum and maximum. The power of solar wind long-
period density fluctuations WN increases ∼12 hours before
storm onset, especially during solar maximum (1995) (Fig. 7).
The same distribution for the 2-day time interval (not shown)
demonstrates a substantial decrease of the effect. Thus, the
solar wind density becomes more turbulent and irregular about
1 day before the main growth of N .

6. Discussion

The main problems of medium-term magnetic storm fore-
casting are a consequence of the shift of scientific interest to
prognosis of severe magnetic storms only and toward estima-
tion of the probability of the registration of CMEs near Earth.
The most proper path toward their solution may be to search
for additional prognostic factors in the solar wind. Recent work
shows that variations of the solar wind plasma and IMF are a
largely underestimated factor in magnetic storm triggering and
could be effectively used for space weather forecasting ana-
lysis.

These studies show that the solar wind density plays a more
significant geoeffective role than was previously assumed. A
sharp density increase and consequent negative Bz can pro-
duce weak, moderate and even strong magnetic storms without
any significant changes of the solar wind velocity. The trigger-
ing role of density is not revealed clearly with standard statist-
ical analysis because a delay time between the rapid jump of
N and Dst minimum varies substantially from storm to storm.
Probably, the density increase may stimulate the release of en-

Fig. 7. Comparison of histograms of annual distributions and
pre-storm distributions (12 hours before storm commencements)
of hourly values of the 6-hour gradient of N for the solar
minimum (1995) and maximum (2000).

Fig. 8. Comparison of the statistical distributions of the wavelet
power WN of plasma density fluctuations with time scales 4-128
min for the whole year and for the period 12 hours before storm
onsets for 1995 (left-hand panels) and 2000 (right-hand panels).

ergy accumulated in the magnetosphere, whereas V pumps in-
stantly solar wind/IMF energy into the magnetosphere under
favorable IMF orientation.

Case studies and analysis of statistical distributions have re-
vealed some new features of the solar wind/IMF behavior sev-
eral hours to days before storms. A weak irregular increase of
density is observed before a storm commencement, starting, on
average, ∼2 days before the main geoeffective density growth.
The power of low-frequency solar wind density fluctuations
(with time scales from ∼2 min to ∼100 min), as estimated by
the wavelet power and ULF wave index, starts to grow, on av-
erage, ∼1 day prior to storm commencement.

Possible mechanisms of pre-storm irregular growth of the
solar wind density have not been established. One possible
mechanism may be related to the stream instability of solar
wind plasma, resulting in the excitation of MHD waves.

Also, studies of the solar wind have revealed plasma dens-
ity enhancements near the heliospheric current sheet (HCS)
and high-speed corotating streams adjacent to the HCS plasma
sheet [15]. Thus, a high plasma density and low velocity may
be an indicator that a spacecraft and Earth are approaching
the HCS region owing to the presence of naturally occurring
high densities near the HCS and also to stream-stream com-
pressive effects. The southward IMF orientation, which even-
tually causes moderate storms, may be related to the corotating
stream interaction with the HCS and its plasma sheet.

Finally, fluctuations in active regions on the Sun, anticipat-
ing development of CMEs or solar flares, may modulate the
solar wind. An investigation of the relationship between long-
period pulsations of CM radio emission and solar proton flares
showed an occurrence of a relationship between them. This
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phenomenon has been suggested for use in solar ejection fore-
casting [17]. Recently, indications of solar wind modulation by
various modes of solar oscillations have also been found [16].

Though possible mechanisms of these phenomena have not
been reliably identified yet, observed features of the solar wind
plasma structure before magnetic storms may be classified as
medium-term precursors, and thus could be used for forecast-
ing purposes.

7. Conclusion

None of the methods proposed so far for magnetic storm and
substorm forecasting provides sufficient accuracy and proper
timing. Therefore, the space weather community should try to
implement the cybernetic principle - ”to build a reliable system
from non-reliable components,” and combine various forecast-
ing tools. This study has shown that solar wind density plays a
more significant geoeffective role than is usually considered. It
was found that sharp density increases and consequent negative
Bz excursions can produce weak, moderate and even strong
magnetic storms without any significant changes in solar wind
velocity.

The statistical correlations for the period 1995-2005 indic-
ate that intrinsic properties of the solar wind and IMF, as well
as their magnetospheric response, vary during a solar cycle.
During solar maximum the geoeffectiveness of V drops, and
geoeffectiveness of N is significant during solar minimum only.
Throughout the solar cycle the geoeffectiveness of interplanet-
ary electric field, EEW and EEW , has turned out to be not
very high, just slightly higher than that of Bz. The correlation
between N and Bz is low, but the correlation of N with |B| is
much higher. A remarkably high correlation between the low-
frequency solar wind plasma turbulence with time scales 4-32
min and IMF magnitude |B| occurs.

Case studies and analysis of statistical distributions have re-
vealed some new features of the solar wind/IMF behavior sev-
eral hours to days before storms. A weak turbulent increase of
density is observed before a magnetic storm commencement,
starting, on average, 2 days before the geoeffective density
growth. The power of low-frequency solar wind density fluc-
tuations (with time scales from ∼ 2 min to ∼ 100 min), as
estimated with the wavelet technique and ULF wave power in-
dex, starts to grow, on the average,∼ 1 day prior to storm com-
mencement. An elevated level of solar wind/IMF turbulence in
the Pc5 band before storm onsets may induce enhanced ULF
magnetic activity on the ground.

These features of the solar wind plasma structure before
magnetic storms may be classified as medium-term precursors
of magnetic storms, and thus could be used for forecasting pur-
poses. We suggest that variations of the solar wind plasma are
a largely underestimated factor in magnetic storm triggering
and could be effectively used for space weather forecasting.
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Cluster observations of plasma sheet activity during
the September 14-28, 2003 corotating high speed
stream event
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and H. Rème

Abstract:
In recent years there has been renewed discussion on the nature of recurrent substorm activity in the magnetosphere

and their causative drivers. There is an active debate on periodic substorm versus sawtooth events, and triggered versus
non-triggered substorms. We perform here a cross-wavelet analysis between the solar wind drivers and the plasmasheet
at ∼ 20 RE and geosynchronous responses during the September 2003 high speed stream event, using ACE, Cluster and
LANL geosynchronous data. We show that the magnetospheric response with a periodicity of 2-4 hours is well correlated
with the Alfvén wave structure embedded in the fast streams. This indicates that the recurrent activity observed here is
directly driven in contrast to the periodic sawtooth events which occur under conditions of steady driving.

Key words: substorms, plasma sheet, geosynchronous orbit.

1. Introduction

The question of what external or internal events cause or
trigger recurring periodic substorms has been one of the fun-
damental issues of substorm research, and one on which there
is as yet no consensus.

Individual substorm occurrence has been linked to north-
ward turnings of the interplanetary magnetic field (IMF) at
the end of intervals of southward IMF [10, 3]. While random
or isolated substorms form the largest class of events, peri-
odic substorms are often observed with inter-substorm times
of around 3 hours [4].

Periodic activity, such as during sawtooth events, has been
directly correlated with corresponding solar wind dynamic pres-
sure enhancements [9]. Others suggest that sawtooth events
can be viewed as a magnetospheric mode similar to Steady
Magnetospheric Convection intervals (SMCs) except that for
sawtooth events, the flow of energy from the solar wind into
the magnetosphere becomes too large to dissipate without the
periodic occurrence of substorms. They further suggest that the
quasi-periodicity arises because the magnetosphere may only
become susceptible to external or internal triggering after it
has been driven beyond a stability threshold. This can account
for the existence of more potential external triggers (in the in-
terplanetary magnetic field or solar wind) than teeth, namely
that the magnetosphere may be selectively responsive to such
a structure [7].

During the descending and minimum phases of solar cycles,
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CMEs become less frequent and another type of solar structure
occur more often: coronal holes. Coronal holes are open mag-
netic field regions, from where high speed solar wind streams
emanate [15, 16, 17, 6]. High speed streams have velocities
much higher than the typical velocities observed in the solar
wind, forming an interface region between the slow and fast
streams. At large heliocentric distances (typically larger than
1 AU), these stream interface/interaction regions are bounded
by a pair of shocks [18].

Since coronal holes are long lived structures, they can persist
for more than one solar rotation, and the high speed streams
originated from the same region reappear at intervals of ap-
proximately 27 days [18]. This reappearance leads to the term
“recurrent stream”. The spiral-like structure formed by these
streams, distorted due to the solar rotation, and its interaction
regions with slower streams, is known as Corotating Interac-
tion Region (CIR).

For this study, an important aspect of these fast streams is
that they are embedded with Alfvén waves [2]. These Alfvén
waves are believed to be remnants of heating processes in the
solar corona [8]. In the interplanetary data, these waves appear
as large amplitude oscillations in magnetic field components
with periods from a few minutes to a few hours, well correlated
with the oscillations of the velocity components in the same
direction [2, 21].

When these structures reach the Earth, they can lead to the
development of a geomagnetic storm, due to the compressed
plasma region in front of the high speed stream, the increase
in the velocity, and the presence of Alfvén waves. Relativistic
electron energization and flux enhancements occur in associ-
ation with high-speed solar wind streams and the Alfvén waves
embedded in them [11]. These Alfvén waves, with intermit-
tent negative IMF Bz and large IMF y-component | By |, may
lead to significantly enhanced magnetospheric convection and
thus substorm activity. We intend to show in this paper that
the periodic substorm activity observed during the September
2003 high speed stream event is directly correlated with the
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Fig. 1. Overview of the plasma sheet, the solar wind, and geomagnetic conditions for the September 14-28, 2003 period.

Alfvén wave periodicity observed in the solar wind.

2. Observations

This study uses particle and magnetic field measurements
from Cluster SC4 [5], velocity, density and magneticfield meas-
urements from the Advanced Composition Explorer (ACE) [19],
and Los Alamos geosynchronous orbit data [14] during the
September 14-28, 2003 corotating high speed stream event.
The four Cluster satellites are in highly elliptical orbits, with
apogee at 19.8 RE and perigee of 4.0 RE . In the Septem-
ber period the Cluster tetrahedron shows small distances of
2000 km between the satellites, so that only data from one
spacecraft are used in the magnetospheric plasma sheet. The
four Cluster spacecraft crossed the tail from north to south in
the midnight sector between 23:00 and 24:00 LT.

We use particle data from the Cluster Ion Spectrometry (CIS)
plasma instrument [13], the Cluster energetic particle spectro-
meter RAPID (Research with Adaptive Particle Imaging De-
tectors) [22], and the Flux Gate Magnetometer FGM [1]. The

CIS data shown in this paper are from the COmposition and
DIstribution Function (CODIF) analyzer, which is one of the
sensors of the CIS instrument. CODIF measures the 3-dimen-
sional distribution functions of the major ion species in the en-
ergy per charge range 0.03-40 keV/e. The RAPID spectrometer
performs species identification with a time-of-flight measure-
ment in the energy range from 50 to 1500 keV for protons and
30 to 300 keV for electrons.

3. Results

In Figure 1 we present an overview of the magnetotail plasma
sheet, solar wind, and geomagnetic conditions for the Septem-
ber 14-28 period. In the first two panels the CIS/CODIF H+

energy spectrogram and the Bx-component of the magnetic
field in GSE coordinates are shown for Cluster SC4. The yel-
low high-lighted areas indicate time periods when Cluster SC4
crosses the plasma sheet in the magnetotail. Thick black ho-
rizontal bars are given in addition on the time axis for these
crossings. The positive Bx-component of the magnetic field is
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directed towards the Sun and the negative towards the tail of the
magnetosphere. Therefore it is an excellent indicator to show
the magnetic equatorial crossings near perigee (large field) and
apogee (small field). The proton spectrogram in the first panel
shows during the first tail traversal (first high-lighted time in-
terval) a cold plasma sheet. The plasma sheet is hotter after the
arrival of the fast solar wind in the second and third highlighted
period.

In the next panels solar wind plasma parameters and the in-
terplanetary magnetic field are shown from the ACE space-
craft. In particular the density (Np), the velocity (Vp), and the
total magnetic field (Bt) with its components in GSE coordin-
ates are given. The bottom panels show the Kp, Sym, and Asy
geomagnetic activity indices. The Sym index is a 1-min ver-
sion of the Dst index, and the Asy index indicates the level of
asymmetries in the ring current.

The solar wind behavior was dominated by the presence of
a large coronal hole which was just left of central meridian in
the beginning of the period. The signature of the interaction re-
gion and the high speed stream is observed from September 15,
2003 to September 28, 2003. The first signs of it were noted
as a slight increase in the solar wind velocity (from 355 to
380 km·s−1) and a large density enhancement in the solar wind
recorded by ACE on Sept 15, between 18:20 UT and midnight
due to the compression of the solar wind in front of the high
speed stream. Later a slow but steady increase of the solar
wind speed was noted peaking at 800 km·s−1 around noon
on September 18. The interplanetary magnetic field B z was
mostly southward-directed during the beginning of the event
with its minimum at -15 nT on September 16 in the afternoon.
Later from September 17, large amplitude Alfvén waves were
observed in all three magnetic field components with amp-
litudes of plus/minus 10 nT especially in the Bz-component,
which is responsive not to reconnection on the front side of
the Earth and the energy input into the magnetosphere. The
Alfvén waves continued during the passage of the interaction
region until September 27, 2003.

The average speed and density of the slow solar wind, meas-
ured in the first yellow highlighted area were approximately
365 km·s−1 and 2.3 protons·cm−3. The He++/H+ ratio (not
shown in the figure) was ∼ 0.1 and the total magnetic field
was approximately 4 nT. In the interaction region the observed
densities were 30 protons·cm−3 and the total magnetic field
20 nT. In the second yellow highlighted period - the beginning
of the first high speed stream - the average solar wind was ap-
proximately 720 km·s−1 and the density was 4 protons·cm−3.
A sharp decrease in the density to 2 protons·cm−3 were ob-
served. The average total magnetic field showed the same be-
havior as the density, with a sharp decrease to approximately
5 nT. In the next two yellow highlighted periods (3 and 4) a de-
crease in the solar wind speed and density is seen and the mag-
netic field remained on the same level of ∼ 5 nT. In the last
highlighted period the solar wind speed, the density, and the
total magnetic field increased again resulting from the interac-
tion of a second high speed stream with the first one. During
this period an increase in the He++ abundance was observed.

The geomagnetic field was initially at quiet levels (Kp < 3)
but switched to a major storm regime on September 16 and
even severe storm regime (Kp = 7) on September 17. The geo-
magnetic conditions persisted until September 27. During the

first yellow highlighted period the average Kp index was ap-
proximately 1-, the average Dst index was slightly positive
(6.7 nT) and the average Asy index was ∼ 21 nT. The D st

and the Asy index reached their peak values of -50 nT and
+100 nT, respectively, during the passage of the interaction re-
gion, indicating the occurrence of a moderate magnetic storm.
During the passage of the high speed stream the geomagnetic
indices indicated a constant level of activity, decreasing dur-
ing the 4th highlighted period and increasing again in the 5th
highlighted period, when a second interaction region arrived.

Figure 2 shows the Cluster plasma sheet crossing during dis-
turbed conditions on September 17 and 18, 2003, the second
highlighted period at the beginning of the first high speed stream.
From top to bottom we plotted an electron spectrogram in the
energy range from 30-300 keV, and a proton spectrogram in
the energy range from 50 to 1500 keV from the Cluster SC4
RAPID instrument, and a CIS proton spectrogram with its pitch
angle distribution in the energy range from 0.03 to 40 keV/e.
Further we present magnetic field data from Cluster in GSE co-
ordinates, the theta angle (angle between the z-axis and the xy-
plane, +z-axis north), the total (magnetic plus kinetic) pressure
in nPa, and the plasma Beta parameter. The Bx-component
of the magnetic field indicates where Cluster SC4 crosses the
magnetic equator. The theta angle points out how much the
magnetic field is stretched. β = 1 implies that the spacecraft is
in the plasma sheet, and β = < 1 means that it is in the plasma
sheet boundary layer or even in the lobes.

We observe a hot and disturbed plasma sheet. The space-
craft during its traversal moves in and out of the plasma sheet.
In the time intervals A, C, and E the spacecraft is inside the
plasma sheet and in the intervals B and D outside of the plasma
sheet in the lobes. Inside the plasma sheet we observe elec-
trons up to 300 keV and protons up to 1000 keV. The space-
craft crosses the magnetic equator three times between 11:00
and 14:00 UT (Bx = 0). Due to an intermittently large negat-
ive IMF Bz there is a continuous energy input into the mag-
netosphere and into the magnetotail. This can be observed in
the total pressure (kinetic and magnetic) which increases and
decreases three times on September 17, 2003 in the time in-
terval from 14:00 to 24:00 UT. During the pressure increase,
the magnetic field stretches, and during the decrease the field
dipolarizes which can also be observed in the theta angle of B
in panel 6. These pressure changes are comparable to a load-
ing and unloading process also called the growth and recov-
ery phase of a substorm. During the growth phase, the total
pressure increases from 0.2 to 1 nPa, the tail magnetic field
stretches and the spacecraft moves out of the plasma sheet into
the tail lobe. In the lobe the total pressure is similar to the mag-
netic pressure while the kinetic pressure is almost zero. At the
end of the growth phase the tail field dipolarizes or thickens
and the spacecraft is back in the plasma sheet.

During quiet solar wind conditions on September 14 and 15,
2003 (not shown) we find a cold plasma sheet with an energy
of less than 40 keV and an isotropic H+ pitch angle distribu-
tion. We find a few counts in the electron and proton energy
channels at higher energies above 30 keV. The total pressure is
very low at 0.2 nPa.

In order to investigate the coupling power from the solar
wind into the magnetotail, we have calculated the cross-wavelet
power between ACE Bz and Cluster Bx data. We used the Mor-
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Fig. 2. Cluster plasma sheet crossing during a high speed stream and large IMF Bz amplitudes of more than ± 10 nT on September 17
and 18, 2003. From top to bottom: energy spectrograms of electrons and protons from RAPID, energy and pitch angle spectrograms of
protons from CIS, x-,y-,z-components and theta from FGM, total (kinetic and magnetic) pressure, and beta.

let wavelet analysis [20, 12], because it is the most adequate
to detect variations in the periodicities of geophysical signals
in a continuous way along time scales. The Morlet Wavelet
is a plane wave modulated by a gaussian. The cross-wavelet
power indicates the scales of higher covariance between two
time series. This analysis gives the correlation between two
time series as a function of the period of the signal and its time
evolution with a 95% confidence level contour.

Figure 3a and 3b show each from top to bottom, the in-

terplanetary magnetic field Bz-component measured by ACE,
shifted by 35 minutes taking into account a solar wind velocity
of 800 kms·s−1, the sunward Bx-component in the magneto-
tail observed by Cluster, and the cross-wavelet power spec-
trum between them. Figure 3a shows data from the second
plasma sheet crossing and Figure 3b from the third (see Fig-
ure 1). We have used 16 second averages for the interplan-
etary and the magnetospheric field components. The Cluster
Bx-component was filtered with a polynomial fit (3rd order)
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Fig. 3. Figure 3a: Cross-wavelet analysis of ACE interplanetary
Bz component and of Cluster dBx for September 17 (03:00 UT)
to 18 (08:00 UT), 2003.Figure 3b: Same as Figure 3a, but for
September 19 (10:00 UT) to September 20 (10:00 UT), 2003.

to remove the longest variations. The cross-wavelet spectrum
in the third panel covers the period range from 1 minute to
∼ 4 hours. We observe enhanced power around 2-3 hours for
the second plasma sheet crossing on September 17/18, 2003,
and enhanced power of about 2 hours during the third crossing
on September 19/20, 2003 period. For the crossing on Septem-
ber 17/18 the power is more concentrated around 12:00 UT,
because of the strong fluctuations in Bz and Bx. During the
September 19/20 crossing, a strong cross-power is seen around
2 hours during most of the interval. In this event we can see
the presence of quasi-periodical fluctuations in the Cluster Bx

data, of the same time. In ACE we see strong fluctuations a-
round this time, but with presence of high frequency oscilla-
tions.

As seen from Figure 2 the fluctuations in the Bx-compo-
nent are proportional to the pressure change which is again a
measure of the amount of substorms. In comparing the B x-
component with substorms closer to Earth at geosynchronous
orbit the cross-power was calculated between the Cluster Bx-
component and the electron flux at geosynchronous orbit. Fig-
ure 4a and b show the cross-wavelet power of the Cluster dBx

and the LANL 1990-095 spacecraft electron flux data. Chan-

Fig. 4. Figure 4a: Cross-wavelet power between Cluster dBx and
the first (75 - 105 keV) of five electron channels from spacecraft
LANL 1990-095, for September 17 (00:00 UT) to September
18 (08:00 UT), 2003. Figure 4b: Same as Figure 4a, but for
September 19 (10:00 UT) to September 20 (10:00 UT), 2003.

nels 0 to 4 (∼ 50 to 315 keV) are shown. The cross-wavelet
power was calculated between Cluster dBx and channel 1 (75-
105 keV). For September 17/18 a significant cross-power is ob-
served around 2 hours during a short time (∼ 09:00-13:00 UT)
and an extended cross-power around 3-4 hours for most of the
interval. Figure 4b shows for September 19/20 a cross-power
at 2 hours which is significantly enhanced after ∼ 00:00 UT of
September 20.

4. Conclusions

We have shown here that the September 2003 fast solar wind
streams and their embedded large amplitude Alfvén waves have
a direct influence on the recurrent substorm activity observed.
In linking the recurrent 2-4 hour substorm activity directly to
the periodicities in the solar wind Alfvén waves we not only
confirm the results of Borovsky et al. [4], but show that the
causative driver in the solar wind are prolonged periods of in-
termittently large negative IMF Bz that can lead to heating of
the plasma sheet and to substorm activity.

We have demonstrated the direct link between the interplan-
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etary magnetic field (IMF) Bz and the sunward magnetic Bx-
component measured with Cluster in the plasma sheet, and the
subsequent injection signatures seen at geosynchronous orbit.

In the wavelet spectrum enhanced power is observed between
2-4 hours which means that a loading/unloading process takes
place every 2-4 hours. Bx is the largest magnetic field com-
ponent in the plasma sheet (By and Bz are about zero) and
therefore it is proportional to the pressure. The change in pres-
sure is related to substorms. In comparing this period with sub-
storms at geosychronous orbit, the wavelet spectra show en-
hanced power also in the 2-4 hour period. The triggering of
this kind of substorms seems to be pressure driven and direct,
in contrast to the sawtooth events described by Henderson et
al. [7] where the magnetosphere is under SMC-like conditions
where triggering may be controlled more by internal stability
thresholds than distinct external triggers.

Further work remains to be done to establish the timing
(phase) relationship between the correlations (Solar wind to
plasma sheet, plasma sheet to geosynchronous), which we did
not attempt here.

Acknowledgements

The authors would like to thank the ACE SWEPAM and
MAG teams for making solar wind plasma and magnetic field
data available. We thank the Kyoto World Data Center for Geo-
magnetism for the Dst and AE indices. E. Echer and F. L.
Guarnieri thank FAPESP for their post-doctoral fellowships
(04/11115-4 and 04/14784-4) and their financial supports
(05/03501-4).

References

1. Balogh, A., Carr, C. M., Acuna, M. H., Dunlop, M. W., Beek,
T. J., Brown, P., Fornacon, K. H., Georgescu, E., Glassmeier, K.-
H., Harris, J., Musmann, G., Oddy, T., and Schwingenschuh, K.,
The Cluster Magnetic Field Investigation: overview of in-flight
performance and initial results, Ann. Geophys., 19, 1207–1217,
2001.

2. Belcher, J. W. and Davis Jr., L., Large Amplitude Alfvèn waves
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EISCAT radar and optical studies of black aurora: a
signature of magnetospheric turbulence?

M.J. Kosch, B. Gustavsson, E.M. Blixt, T. Pedersen, A. Senior, A.J. Kavanagh, and J.
Semeter

Abstract: Black auroras are recognised as spatially well-defined regions within a uniform diffuse auroral background
where the optical emission is significantly reduced, or possibly totally absent. Black auroras typically appear post-magnetic
midnight and during the substorm recovery phase, but not exclusively so. Their horizontal size is typically 1x5 km,
elongated in the east-west direction, and they move predominantly in an eastward direction with a speed of 1-4 km/s.
There is no accepted theory for the phenomenon of black aurora, although they seem associated with substorms. We report
on the first incoherent scatter radar observations of black aurora by EISCAT, coupled to white-light TV recordings of the
phenomenon. From a 2002 observation, we show that non-sheared black auroras are most probably not associated with
field-aligned currents. From 2002 and 2003 observations, we show that the apparent motion of the black aurora is most
probably controlled by the drift of particles in the magnetosphere and not ExB drift in the ionosphere. The drift speed
is therefore dependent on the energy of the precipitating particles forming the diffuse background. From 2005 bi-static
observations, we attempt to confirm this by relating the height and propagation speed of the black aurora to precipitating
particle energy within the surrounding background diffuse aurora. Hence, the mechanism for black aurora is most probably
active within the magnetosphere and substorm associated plasma turbulence within the magnetosphere may account for the
optical morphology of the black aurora, in particular the lack of pitch angle diffusion into the loss cone.

Key words: Black aurora.

1. Introduction

Black auroras, first reported by [1], are regions devoid of op-
tical emissions, occurring within the normal aurora, where an
observer may reasonably expect aurora to be normally present,
i.e. not just a black sky. They are a fairly common phenomenon,
which has been under-reported in the literature. Their morpho-
logy has been studied from the ground by [2, 3, 4] and their
main features have been summarised by [5]: Black auroras are
mostly east-west aligned arc segments or patches, with a typ-
ical size of 0.5-1.5 x 2.5-5 (up to 20) km. They normally oc-
cur post-substorm, typically in a diffuse aurora background,
and drift eastward post-magnetic midnight with a typical ve-
locity of 0.5-1.5 (up to 4) km/s. They may exhibit shear or
vortices. Although the mechanism is unknown, satellite ob-
servations suggest they occur in regions of downward field-
aligned current. In many respects, the black aurora is analog-
ous to the negative of normal aurora [2]. Hence, just like nor-
mal aurora, the different morphologies of the black aurora (e.g.
sheared forms showing vorticity versus un-sheared forms hav-
ing smooth boundaries) may be due to different mechanisms.
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2. Satellite Observations

Although no optical observations were available to confirm
the presence of black auroras, [6, 7, 8] found small regions
(down to ≈ 1−2 km) of excess positive space charge in FREJA
satellite data at auroral latitudes in the altitude range between
800 and 1700 km. These observations they associated with in-
tense diverging electric fields (up to ≈ 1 − 2 V/m), downward
field-aligned currents, depletion of the thermal background
plasma, dropouts of precipitating electrons, and strong wave
activity. They speculated that the satellite observations were
associated with east-west aligned black aurora vortex streets.
[7, 8] found that the black aurora is the optical and electro-
dynamical counterpart to small-scale auroral forms.

In joint aircraft-based optical and FAST satellite observa-
tions, [9] found that the black vortex streets consisted of spa-
tial regions where the pitch angle diffusion was strongly sup-
pressed for > 2 keV electrons, causing precipitation dropouts
of the higher energy particles. They estimated the altitude of
the aurora immediately adjacent to the black aurora to be 115
km.

3. Radar Observations

The first combined radar-optical observations were per-
formed by [10] from Skibotn, Norway. They found that the
drift velocity of un-sheared black arc segments had no rela-
tionship to the ionospheric E-region ExB plasma drift as in-
ferred by the Scandinavian Twin Auroral Radar Experiment
(STARE), although both drifts had the same general direction,
i.e. eastward.

The un-sheared black aurora, embedded in a diffuse back-
ground, was studied by [11, 12] using the European Incoher-
ent Scatter facility (EISCAT), located near Tromsø, Norway, in
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Fig. 1. SAMNET magnetometer data (left panel) showing the
period when black auroras were observed (arrows). These data
have been filtered to highlight Pi2 pulsations (right panel),
indicating substorm onset prior to the onset of the black auroras.

conjunction with the ODIN night-vision TV camera. No evid-
ence for ionospheric plasma depletion within the black aurora
was found [11]. The first ever westward traveling black aurora
was reported [12]. The black aurora drift speed had no rela-
tionship to the ionospheric F-region plasma drift [12]. How-
ever, significantly, the black aurora drift velocity was related
to the characteristic energy of the precipitating particles within
the adjacent diffuse aurora, as inferred from the EISCAT data
[12, 13](ignoring the single westward observation). This res-
ult suggests that the black aurora are the result of a magneto-
spheric mechanism, as the eastward gradient-curvature drift
velocity of magnetospheric electrons is energy-dependent.

4. New Results

In order to further address the relationship between the drift
speed of the un-sheared black aurora and the precipitating
particle energy in the adjacent diffuse aurora, bi-static optical
observations in conjunction with the EISCAT radar were un-
dertaken. The concept was to check whether the black aurora
drift speed related to the height, and therefore the precipitat-
ing particle energy, of the diffuse background aurora. Here we
report on the initial results.

On 8 October 2005, the DASI TV imager was located at the
EISCAT radar site, recording in white-light with a ≈ 30◦field
of view and pointing into the magnetic zenith. The ODIN
TV imager was located 27 km away, also recording in white-
light with a similar field of view and pointing into the com-
mon volume. The EISCAT UHF radar was performing a 7-
position scan for an unrelated purpose, pointing into the mag-
netic zenith once every 5 minutes. Black auroras were observed
in the interval 20-22 UT. Fig. 1 shows the unfiltered (left panel)
and filtered (right panel) SAMNET magnetometer data for this
event from Kilpisjärvi, Finland. It is clear that the black aurora
not only occurred during a negative bay (left panel), but the Pi2
activity (right panel) indicates a substorm onset ≈ 40 minutes

prior, which is consistent with the black aurora appearing in
substorm recovery phase.

Fig. 2 (top row of panels) shows optical data from DASI,
clearly showing evidence of un-sheared black auroras. The
blue dot indicates the EISCAT UHF radar pointing direction
along the magnetic field direction. Fig. 2 (middle row of pan-
els) shows the electron density profile from EISCAT. The red
dot indicates the mean altitude of the surrounding diffuse au-
rora, inferred from bi-static triangulation of the black aurora.
The altitude is in the range≈ 110−115 km, consistent with [9].
Fig. 2 (bottom row of panels) shows the precipitating particle
energy spectrum, inferred from the EISCAT data [13]. There
is a peak in the spectrum around 3-6 keV, which is consistent
with the inferred altitude.

Fig. 3 shows an example of the bi-static tomographic inver-
sion from 22:24:19 UT. The retrieval of the volume emission
rates was a simplified version of [14] where we use the DASI
images for the column emission rate and then search for the
best fit between images from both DASI and ODIN. The top
panels show the raw white light data, with red intensity con-
tours overlaid, for DASI (left) and ODIN (right). The black au-
rora arc is seen diagonally bottom-left to top-right in the DASI
image and in the bottom left quadrant of the ODIN image. The
bottom panels show, in false colour, horizontal (left) and ver-
tical (right) cuts through the diffuse aurora layer, which include
the black aurora. Again, the black aurora is clearly seen diag-
onally top-left to bottom-right in the horizontal cut and in the
bottom left quadrant of the vertical cut.

5. Conclusion

The evidence to date suggests that sheared black auroras
(vortex streets) are associated with space charge, downward
field-aligned currents and thermal plasma depletion, whereas
the un-sheared black auroras (arc segments) are not. Since
black auroras always seem to occur post-substorm, are clearly
regions devoid of particle precipitation, and their drift velocity
appears to be energy-dependent, it is proposed that the black
auroras are “images” of small-scale flux tubes of stably trapped
particles within the magnetosphere [15], which occur as a res-
ult of substorm activity. The mechanism remains unknown.

The un-sheared black auroras often give the impression of
turbulence, similar to smoke rising from a fire. This analogy
suggests an association between the black auroras and post-
substorm plasma turbulence, which may be due to the in-
termingling of hot electron fluxes with the cold background
plasma population.

In addition, the radar observations described for un-sheared
black aurora arc segments, compared to the satellite observa-
tions described for observed or inferred black vortex streets,
suggests that the black aurora has at least two different mech-
anisms associated with it.
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Fig. 2. Data from the 8 October 2005 campaign taken at Tromsø, Norway. The top row of panels show white-light optical data from
DASI with a ≈ 30◦field of view, clearly showing evidence of black auroras. The blue dot indicates the EISCAT UHF radar pointing
direction along the magnetic field direction. The middle row of panels show the electron density profile from EISCAT. The red dot
indicates the mean altitude of the black aurora, inferred from bi-static triangulation. The bottom row of panels show the precipitating
particle energy spectrum, inferred from the EISCAT data.

Fig. 3. Bi-static white-light recordings of the black aurora on 8 October 2005 (top panels) with intensity contours (red lines). The same
black auroral “arc” is seen in both images. False-colour horizontal and vertical cuts through the tomographic reconstruction of the black
aurora (bottom panels).
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Small scale Cluster observations of current sheet
disruptions during substorm

0. Le Contel, F. Sahraoui, A. Roux, D. Fontaine, P. Robert, J.-A. Sauvaud, C. Owen,
and A. Fazakerley

Abstract: We present a substorm event and show that the pre-existing thin current sheet with a thickness of the order
of the proton Larmor radius and current carried by electron (in the spacecraft frame) thickens under the effect of
electromagnetic fluctuations at three scales: (1) low-frequency drift waves (� 20 mHz), (2) proton cyclotron / electron
bounce waves (0.2 − 10 Hz), (3) whistler waves (40 − 180 Hz)). We focus on the latter type and show that they are
associated with small scale current structure (c/ωpe < l < c/ωpi � ρi).

Key words: current sheet thickening, proton cyclotron/ electron bounce resonance, whistler waves.

1. Introduction

Schematically two categories of substorm models can be
distinguished depending on the onset location [19] : (i) the
near-earth neutral line models where an X-line at X ∼ −23RE

produces earthward and tailward flows; the pileup of these earth-
ward flows accounting for the tailward propagating front of the
dipolarization. (ii) current disruption models where a micro-
instability interrupts the cross-tail current which is diverted to-
ward the ionosphere first between 6 − 15RE .

Analytically, these two categories are also clearly distinct
[30]. The formation of a near-earth neutral line is understood
as resulting from a tearing instability characterized by a wave
vector kx � ky along the magnetotail therefore perpendicular
to the equilibrium cross-tail current Jy (e.g. [38]). On the other
hand, the current disruption models rely upon instabilities with
a wave vector ky � kx along the cross-tail current and produ-
cing parallel and perpendicular current signatures modulated
in the y direction.

These two categories of models have induced two types of
data analysis. Indeed in the former case the time-variation of
the magnetic field are interpreted as a signature of a steady
structure, the so-called ”Hall current system” with its charac-
terized quadrupolar By signatures (e.g. [32]), moving across
the spacecraft (s/c) whereas in the latter case magnetic struc-
tures are interpreted as signatures of azimuthally moving un-
stable waves passing by the s/c (e.g. [31, 6]).

The mechanism of energy dissipation characterized by its
temporal and spatial scales can be considered as a way to dis-
tinguish between these different models. Indeed in a weakly
collisional or collisionless plasma, the identification of the pro-
cesses which lead to the energy dissipation is a longstanding
issue. Again in the former class, often called collisionless mag-
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netic reconnection models, it is suggested that the energy dis-
sipation occurs at different scales for ions and electrons. It is
shown that ions are decoupled from the magnetic field by Hall
terms (in the generalized Ohms law) at a scale corresponding
to their inertial length c/ωpi. This scale being larger than the
electron scale, the reconnection rate is found to increase com-
pared with classical resistive MHD rate, where ions and elec-
trons are not considered separately. In the region in between
ion and electron inertial lengths, the electrons are still magnet-
ized whereas ion dynamics can be neglected; the dynamics is
expected to be controlled by whistler waves (e.g. [22, 4]). In
the latter class, the energy dissipation can occur at many scales
from the largest corresponding to the scale of the length of the
magnetic field line via field line or bounce resonance(e.g. [39])
to the smallest via the ion and electron Larmor radius scales
(e.g. [8, 9]). All these processes can be present simultaneously.
The present data analysis belongs to the latter category. We
present a substorm event observed by Cluster and interpret the
observations as a tailward propagating thickening of the cur-
rent sheet as described by [24] resulting from different kind of
unstable waves at different scales.

2. Observations

2.1. Global view
During the summer 2003, the average Cluster inter-satellite

distance was about 200 km. Such a small distance allows ac-
curate computations of the current density using the curlometer
technique (e.g. [29]) even for very thin current sheets or rel-
atively long wavelength waves (λ > 200 km) . We investig-
ate a substorm event observed on August 17th 2003. Around
1650 UT Cluster was located at [-16.8,-5.55,3.33] R E GSM.
Most instruments were in burst mode. Magnetic field data are
provided by the FGM instrument at 14.87 ms time resolution
[3]. Ion and electron particles data come from CIS [28] (only
CODIF on C4 is available) and PEACE [14] respectively. The
time resolution for the moment calculation is 4 s for both parti-
cles instruments but the burst mode allows us to display elec-
tron spectrograms with time resolution of 125 ms. High- fre-
quency fluctuations of magnetic and electric fields are provided
by STAFF [7] and EFW [11] instruments. Their time resol-
ution is 2.22 ms (450 sample/s). Data from different satellite
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are displayed using the following color code: black for C1,
red for C2, green for C3 and blue for C4. According to the

Fig. 1. All data are plotted in GSM coordinates: Bx, By ,
Bz components of the magnetic field, ion density, Vx and Vy

components of the electron (thin line) and ion (thick line)
velocities, Jy component of the electrical current density
computed from curlB (pink line) and equatorial value of the
Jy current density estimated from a Harris model (black line),
half-thickness of the current sheet estimated from a Harris model
(see text for details).

Kyoto quick look AE monitor (not shown), the magnetic activ-
ity was high as the AE reaches 1000 nT around 1700 UT indic-
ating that we are probably observing a large substorm. Fig. 1,
first panel, shows that from 1627 UT to 1709 UT, while the
spacecraft cross the magnetic equator several times, the cur-
rent sheet thickens as the GSM Bx component of the mag-
netic field varies from −40 nT to 0 nT. During this thickening
three-dimensional electromagnetic waves are present at low-
frequencies (� 20 mHz) as shown by the first three panels.
The study of the low-frequency waves corresponding to the
range of the so-called ballooning mode is out of the scope of
the present paper but is carried out by [18]. On panel 4 the ion
density profile corresponds to the expected variations as the
s/c move from the central plasma sheet (ni � 1.5 p·cm−3)
to the boundary (ni < 0.1 p·cm−3). The Vx component of
the electron velocity is larger than that of ions but shows the
same variations from tailward, at the beginning of the inter-
val, to earthward at the end (panel 5).The Vy component of
the electron velocity is also larger than that of ions but is al-
most always dawnward (negative) whereas ion Vy is duskward
(positive) except at the end of the interval where the electron
and ion Vy have large positive as well as negative values (panel
6). On panel 7 the Jy current density computed using the cur-
lometer technique (pink) is displayed as well as an estimate

of the equatorial current density (black) from a Harris sheet
model [12]. In order to compute the Harris current density we
fitted the Bx component of the magnetic field measured by
C1 and C3 with an instantaneous Harris sheet model defined
by Bx(t) = BL(t)tanh((z(t) − z0(t))/H(t)) where z0 and
H represent the centre and the half-thickness of the current
sheet, respectively. BL is obtained either from direct measure-
ments in the lobe region (if the s/c happen to be located in
the lobes) or by assuming the equilibrium of the vertical pres-
sure within the plasma sheet. Both computations lead to sim-
ilar results during the interval.We find that Jy can increase up
to 80 nA/m2 and corresponds to the current carried by electron
in the s/c frame (Jy,e = −en0Vy,e � −e ∗ 0.5(p·cm −3) *
(-1000 (km/s)) � 75 nA/m2) The fit with a Harris sheet has
also been used to estimate the half-thickness of the CS (H)
displayed on the last panel of Fig. 1. As soon as the s/c are
located inside the CS, the fit works and gives a half-thickness
which is around 1000 km or less. The green curve corresponds
to the local ion Larmor radius computed at the location of C3.
At the beginning of the interval, when all s/c are located far
from the equator (Bx � −40 nT) it corresponds to the ion
Larmor radius computed in the asymptotic magnetic field of
the Harris sheet model. During this period H � ρ i (as well
as c/ωpi) and the observed CS structure agrees with the CS
equilibrium models described by [34] in such a regime. Thus
Cluster is observing a thin current sheet with large amplitude
low-frequency electromagnetic fluctuations. The ion dynamics
is very likely stochastic and the current is carried by electrons
(in s/c frame see also [1]).

2.2. Ion scale observations
Now, we focus on a smaller time period (1659-1701 UT)

corresponding to a fast thickening of the CS and a variation of
Bx from - 30 nT to - 10 nT (Fig. 2). However, one should re-
mark that even for these two-minutes time interval, the four
s/c measure almost the same magnetic field, indicating that
the spatial scale of the current sheet is larger than the aver-
age inter-satellite distance (200 km). Indeed for this time inter-
val the estimated half-thickness from a Harris model is greater
than 1000 km. Thus, the spatial scale of the CS is of the same
order or larger than the proton Larmor radius, computed at
the edge of the CS. However, the validity of the calculation
of ion velocity in such a thin current sheet has been ques-
tionned by [41]. Between 1659:40 and 1700 UT, we observe
a strong decrease of |Bx| associated with large electric field
fluctuations as well as quasi-dc electric field around 20 mV/m,
and a large increase of the Vx component of the ion velocity
(up to 1000 km/s), while the ion density remains constant.
The same observations are obtained for electrons velocities up
to 4000 km/s for C4 and to 3000 km/s for C3 (not shown)
which confirms the ion moment calculation. Simultaneously,
the current density obtained from curlB displays large amp-
litude oscillations on Jx � ±20nA/m2 as well as on Jy � from
±10 to ±30 nA/m2. Thus, ion acceleration seems to be associ-
ated with large amplitude current density fluctuations. One can
remark that these correlations were also observed just a few
seconds before and after, when all s/c were located at the edge
of the current sheet (1659:10 UT- 165925 UT and 1700:10-
1700:25 UT)), although with smaller amplitudes of the electric
and magnetic fields and current density fluctuations. In order
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Fig. 2. All data are plotted in GSM coordinates excepted the
electric field in SR2 frame: Bx, By, Bz components of the
magnetic field, ion density, Ey component of the electric field, Vx

and Vy components of ion velocity, Jx and Jy components of the
electrical current density computed from curlB.

to better characterize the current density fluctuations we have
performed a spectrogram of the current density waveform ob-
tained from FGM data, via the curlometer technique. Fig. 3
displays the three components of current density fluctuations
in the (4 s average) magnetic field aligned (MFA) frame. The
largest amplitude is found to correspond to the current density
parallel to B (Jz) while the largest amplitude of the average
magnetic field fluctuations is found to be in the perpendicular
direction (not shown). Frequency range of these fluctuations
corresponds to the proton cyclotron frequency (f ci � 0.2−0.4
Hz for B0 � 15 − 30 nT) as well as the electron bounce fre-
quency fbe � ve/L � 0.15 Hz for L = 20 RE and Ee = 1
keV). We obtain the same results using the current density
waveform computed from STAFF-SC data (not shown). These
spectrograms show a clear signature of parallel current density
fluctuations associated with a fast thickening of the CS which
suggests a micro-instability as a source of these fluctuations,
and that this instability is involved in this magnetic field re-
configuration.

2.3. Electron scale observations
Data gathering in burst mode on STAFF-SC allows us to

analyse the magnetic wave form up to 180 Hz. Fig. 4 (left
panel) displays the average Fourier spectrum computed from
the sum of all 4.55 s duration (2048 points at 450 s/s) Fourier
spectrum performed from 1627 to 1709 UT. Data have been
moved in a (4 s average) MFA frame. We find that the spec-
trum is isotropic below 40 Hz and strongly anisotropic δBR �
δB‖, δBL (R in red and L in green meaning classical right
and left hand components when k · B > 0) from 40 Hz to
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Fig. 3. Spectrograms of current density fluctuations computed
from FGM data in a magnetic field aligned frame (Jz

corresponding to J‖). The time resolution of the spectrogram is
7.612 s and the frequency resolution is 0.1314 Hz. The lower
cut-off frequency has been fixed at 0.2 Hz to be consistent with
the magnetic field aligned frame mapping.

180 Hz. Looking at the spectrogram on Fig. 4 (right panel) for
the same time period, we observe that the anisotropic part of
the spectra is caused by very intense short lasting emissions
in the range below the electron cyclotron frequency, observed
during the whole period. A wave polarization analysis, assum-
ing that at each frequency corresponds a unique wave vector
(k · δB = 0), shows that these short time emissions have a
right-hand circular polarization and parallel wave vector (not
shown). However, only a k-filtering analysis such as the one
carried out by [33] in the magnetosheath region will fully de-
termine the wave vector of these intense waves and will permit
to estimate a possible Doppler shift effect. Indeed, assuming a
plasma velocity of 1000 km/s with a wavelength of c/ωpe � 10
km gives a Doppler shift about 100 Hz. Now, we focus on one
of the most intense short duration emission observed between
1657:00 and 1657:30 UT. We can see on Fig. 5 panels 2 and
4 that Cluster detects a current structure with a spatial scale
comparable to or smaller than the intersatellite distance of 200
km, as By and B amplitudes are strongly different on C4 than
on the others s/c. Therefore this current structure has a scale
smaller than the proton Larmor radius or proton inertial length
which are about 1000 km. Associated with this small scale
current structure and minimum of the modulus of B, we ob-
serve on C2 (red) an electromagnetic wavepacket with a huge
magnetic amplitude of ±1 nT whereas the electric field amp-
litude is about ±2 mV/m (panels 5 and 6). Note that this wave-
packet is also detected on C1 and C3 (not shown) but not on
C4 (blue). Therefore the wavepacket seems to be very local-
ized within the current structure. Furthermore one can remark
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Fig. 4. Fourier spectra (left picture) and spectrograms (right
picture) of magnetic fluctuations from STAFF-SC data in a MFA
frame (δBz corresponding to δB‖). The time resolution of the
spectrogram is 4.55 s and the frequency resolution is 0.22 Hz.
The lower cut-off frequency has been fixed at 0.35 Hz to get rid
of any spin modulation effect (see text for more details).

that intense quasi-electrostatic structures are detected before
and after this electromagnetic wavepacket. On panels 7 and
8, electron and ion moments are plotted but clearly the mag-
netic field varies strongly on the 4 s time resolution of particle
measurements. Thus there is a large uncertainty in the calcula-
tion of particle moments (Vxi � 1000 km/s and Vyi � −500
km/s, Vxe � ±2000 km/s and Vye � 2000 km/s). These mo-
ments can also fluctuate over a time scale shorther than 4 s. For
the same reasons, the comparison between the current density,
computed from curlB, and from particles (panels 9 and 10) can
just be done qualitatively. One can remark that during most
of the time interval the ion current density (thick blue line) is
directed antiparallel to curlB, which implies that the electron
should be the current carriers in the s/c frame. In average the
trend of the electron currents (Jx and Jy) agree quite well with
curlB calculations. Finally, the current density measurements
(from curlB) show that the magnetic wave packet is associated
with intense currents up to 60 nA/m2 (Jx) and to 80 nA/m2

(Jz not shown). These intense currents seem to be parallel as
well as perpendicular to the magnetic field (pink dotted line).
Therefore a modeling of these intense whistler waves requires
a stability analysis of a three-dimensional CS equilibrium. Fi-
nally, the high-time resolution electron fluxes show a strong
anisotropy and enhanced fluxes (first and second panels from
the bottom) in association with the large amplitude magnetic
field fluctuations, while Cluster is still located in the plasma
sheet. At this stage, we speculate that this anistropy corres-
ponds to larger fluxes parallel to B than perpendicular. Fluxes
as a function of electron pitch angle will be showed in a next
paper in order to confirm this point. Nevertheless, these ob-
servations are sufficient to indicate that the electron dynamics
seems to be strongly related to the whistler wave activity, as
expected in the electron MHD regime.

UT 16:57:00 16:57:10 16:57:20 16:57:30

Fig. 5. All data are plotted in GSM coordinates excepted the
electric and magnetic field fluctuations in SR2 frame: Bx, By ,
Bz , B components of the magnetic field, δBz , δEy components
of the electric and magnetic fields from 30 Hz to 180 Hz, Vx

and Vy components of electron (thin colored line) and ion (thick
colored line) velocities, Jx and Jy components of the electrical
current density computed from curlB (pink line) and from
electron (thin colored line) and ion (thick colored line) moments.
The pink dotted line in Jx panel corresponds to the parallel
current density while the pink dotted line in Jy panel corresponds
to the perpendicular current. Two last panels are the high-time
resolution (125 ms) electron fluxes: (i) for different energy
ranges (from 35.8 eV - 22.9 keV) for one angular sector and (ii)
integrated in energy for different angular sectors respectively.

3. Discussion

In addition to low-frequency ballooning modes which are
regularly observed during substorm expansion phase [31, 10,
37, 18], as well as on present data, we have shown that in-
tense waves (f � fH+ � fbe � 0.2 Hz) are detected to-
gether with a fast thickening of the CS. The association of
these waves with dipolarisation and fast flows was reported
also all through the tail [27, 36, 26, 37]. It was suggested by
[16] that the level of emission of the waves may control the
plasma transport in the magnetotail and that this mechanism
can be efficient all through the tail using GEOS-2, Geotail and
Cluster data [17]. It was shown by [25] that the waves can be
generated by a parallel current instability as soon as the drift
velocity between protons and electrons is close to the proton
thermal velocity. However, the fact that the proton cyclotron
frequency is very close to the electron bounce frequency im-
plies that any consistent theoretical calculations should take
into account the effect of the bounce motion of electrons on the

c©2006 ICS-8 Canada



Le Contel et al. 147

growth rate of the instability. Such a study considering the par-
allel current driven instability is currently on progress. Further-
more, while classical wave polarization analysis fail to charac-
terize these waves, we have shown, using the current density
measurements, that these waves corresponds to intense par-
allel current density fluctuations and perpendicular magnetic
field fluctuations. These results should be taken into account
in the future as constraints for testing any instabilities as a
source of these emissions. At smaller scale and higher fre-
quencies, we have identified intense short duration (< 4 s)
whistler emissions (f < fce � 400 Hz for B0 = 15 nT)
during the oscillations of the thin current sheet.The classical
dispersion relation of whistler (helicon) waves [13], assuming
ω � ωce gives: ω/(k‖vA) = (ω/ωci)1/2 � 14 at f = 40
Hz and agrees with the phase velocity obtained from the ra-
tio of δE(ω)/δB(ω) � 20000 km/s. These intense whistler
waves are observed in association with small scale (l �200
km < ρi � c/ωpi) current structures. These kind of waves
belongs to the regime of electron magnetohydrodynamics de-
scribed theoretically by [5, 15]. It was shown in a laboratory
experiment by [40] that a pulse of current at the whistler time
scale propagates through the plasma by a whistler waves and
suggest by analogy to “Alfvén wing” to speak about “whistler
wing”. Therefore two different questions can be adressed for
understanding the existence of such intense whistler waves: (1)
what is the origin of such small scale current structures with
c/ωpe < l < c/ωpi?(2) what produces such pulses of cur-
rent at the whistler time scale? In the former case we can sug-
gest that proton cyclotron/electron bounce waves may generate
such small scale current structures which can in turn gener-
ate whistler waves. In the latter case, we suggest that the short
duration pulse of current could be generated by a fast recon-
nection process as described by [5, 2]. To summarize we can
distinguish two scenarii (1) top/bottom: at the scale of the cur-
rent sheet, the CS eigen modes correspond to low-frequency
waves like ballooning. The parallel and perpendicular current
fluctuations associated with ballooning modes can cause par-
allel [25] or perpendicular [21] current driven instablities at
ω � ωci, ωbe. Then these instabilities create small scale current
structure which can generate intense whistler waves. On the
other hand a bottom/top scenario corresponding to an inverse
cascade, as suggested by [20]. However, in the present case the
process would start by a fast reconnection at ωci < ω < ωce

and at small scale c/ωpe < l < c/ωpi. The corresponding
fluctuations could provide a kind of anomalous resistivity for
lower frequency instabilities with larger spatial scale. Note that
the whistler waves are also expected by collisionless magnetic
reconnection models in the ion diffusion region (≤ c/ω pi).
However, hybrid simulation results showed the formation of
a standing whistler wave close to the separatrix (e.g. [35]).
Given our observations of numerous short-duration emissions
of whistler wave in association with small scale current struc-
ture, Cluster would have to remain close to the separatrix dur-
ing the whole period which seems unlikely. Finally, the full
characterization of such small scale structures will not be pos-
sible due to the time resolution of the particle measurement.
Furthermore, even smaller scale structures c/ωpe, the so-called
“electron diffusion region” are already detected in the subsolar
region [23] and are also expected in the magnetotail. Such stud-
ies are the principal objectives of the future Magnetospheric

Multi-Scale (MMS) mission that includes optimized high-time
resolution of particles as well as field measurements, three-
dimensional electric field and small inter-satellite distances.
On the other hand, the spatial distribution of such small scale
structures and their role on the global dynamics of the mag-
netosphere will be adressed by the Time History of Event and
Macroscale Interactions during Substorms (THEMIS) mission.

4. Conclusion

We have presented a substorm event and have shown that
the pre-existing thin current sheet with a thickness of the or-
der of the proton Larmor radius and current carried by electron
(in the s/c frame) thickens under the effect of electromagnetic
fluctuations at three scales. While the low-frequency (� 20
mHz) scale has not been discussed in detail, we have shown
that fluctuations at the proton cyclotron / electron bounce fre-
quency (0.2 − 10 Hz) correspond to signatures of parallel cur-
rent density fluctuations. They are detected in association with
a fast thickening of the CS and accelerated particles suggesting
a micro-instability as a source of these fluctuations as well as a
trigger for the CS thickening, and the subsequent fast flow. At
higher frequencies, we have identified short duration bursts (<
4 s) of whistler waves (right-hand circular polarization with
k · B0 � 0) associated with small scale current structures
(l < ρi � c/ωpi) during the whole substorm period. Focus-
sing on a particularly intense burst of whistler waves we have
shown that these bursts are also associated with enhanced elec-
tron fluxes with a strong anisotropy. More investigations are
needed to understand the origin of these whistler waves and
their coupling with the other scales.
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Convection vortices in pre- and post-midnight
sector during magnetospheric substorms

J. Liang, G. Sofko, and H. Frey

Abstract: In this study the nightside ionospheric plasma convection pattern during two substorm events is investigated
from global SuperDARN observations. We find that, a postmidnight anticlockwise convection vortex (PoACV) usually
emerges at latitudes higher than the auroral brightening region after the substorm expansion phase onset. Meanwhile,
an east-to-west flow reversal region wrapping around the intensified auroras extends into the postmidnight sector. A
premidnight clockwise vortex is gradually attenuated or even absent, during the substorm expansion, The substorm current
system inferred from the relative positions of the PoACV and the auroral brightening region is in general northeast-
southwest aligned, implying a mixture of a meridional current system (MCS) and a zonal system associated with the
substorm current wedge (SCW).

Key words: Substorm expansion phase, plasma convection, meridional current system.

1. Introduction

High-latitude ionospheric plasma convection flows usually
undergo dramatic changes and display fundamentally differ-
ent features during successive stages of a magnetospheric sub-
storm. By using the AMIE algorithm, [8] (referred to as KY94
hereafter) proposed that a new pair of convection vortices ap-
pears in the nightside during a substorm expansion phase (EP)
in addition to the pre-existing global 2-cell pattern. The new
pair of vortices consists of a higher-latitude anticlockwise vor-
tex located mainly in the postmidnight sector, and a lower-
latitude clockwise vortex extending from the premidnight to
the postmidnight sector. [9] suggested that these vortices are
signatures of the unloading component of the auroral electro-
jet associated with substorm expansion, as opposed to the solar
wind directly driven component. One of the most important
features of the KY94 model is that the current pattern associ-
ated with the two new vortices is characterized by a meridional
current system (MCS) as opposed to the more azimuthally-
aligned (zonal) system usually related to the substorm current
wedge (SCW) geometry [14]. [1] suggested that the substorm
current system was dominated by the MCS form. [13] pro-
posed a non-MHD mechanism driving the MCS. For a small
substorm event, [11] found that an enhancement of nightside
convection and the appearance of a small postmidnight an-
ticlockwise vortex immediately after the first pseudobreakup
were signatures of the tail unloading process. In this paper
we will present two events to illustrate the dynamic change of
ionospheric convection pattern around the midnight sector as-
sociated during the substorm EP. In particular, we investigate
the different evolution of convection vortices in the pre- and
post-midnight sectors after the substorm onset. Possible gener-
ation mechanisms of the convection vortices and the associated
current system will be discussed. sent two events to illustrate
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the dynamic change of ionospheric convection pattern around
the midnight sector associated during the substorm EP. In par-
ticular, we investigate the different evolution of convection vor-
tices in the pre- and post-midnight sectors after the substorm
onset. Possible generation mechanisms of the convection vor-
tices and the associated current system will be discussed.

2. Observations

We will use the global potential map procedure [15] to ob-
tain the SuperDARN convection maps. Global optical auroral
observations are taken from the IMAGE FUV/WIC imager [5].

2.1. February 22, 2001 event
The first interval considered is from 0830-0842 UT on Feb-

ruary 22, 2001. The auroral breakup observed by the IMAGE
FUV camera was at 0833 UT. This onset time was suppor-
ted by ground-based magnetometer and also geosynchronous
observations (see [12]). A series of the ionospheric plasma
convection maps based on SuperDARN radar measurements
taken from 0830 UT to 0842 UT are presented in Figure 1.
From 0830 to 0832 UT, an interval which marked the end of
the substorm growth phase, the large-scale convection pattern
in the morning sector was a single convection cell centered at
4.2 MLT. In the postmidnight sector from 0-3 MLT, the flows
were dominantly equatorward. At lower latitudes ( 70 MLAT)
the flows was in general southeastward and rather weak in
magnitude. The postmidnight convection pattern changed sub-
stantially from 0832 to 0834 UT, during which time the sub-
storm auroral breakup region was seen in the evening sector
around 20.5-22 MLT. Note that the postmidnight flows at this
stage started to show evidence of zonal shear; the flows were
dominantly westward above 72 MLAT but almost purely east-
ward at lower latitude. The zonal flow shear continued to de-
velop after the onset, and the eastward auroral flows at about
70 MLAT were considerably enhanced as seen from the next
two frames from 0834 to 0838 UT. Finally, at 0838-0840 UT,
about 6 minutes after the EP onset, a well-defined anticlock-
wise convection vortex formed. It is centered at 1.2 MLT and
72.5 MLAT in the postmidnight sector, while the preexisting
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dawn cell is still visible in the early morning sector. At the
same time, in the vicinity of the region of brightest auroral
emissions at 22.5 MLT, the flows were diverted around the
zone of intensified aurora, eastward at higher latitudes and west-
ward at lower latitudes, forming an intruding part of the ori-
ginal dusk cell. This intruding flow reversal region was found
to extend into the postmidnight sector. Despite the small num-
ber of data points at lower auroral latitudes, there is still evid-
ence that an east-to-west flow reversal at least at about 67 MLAT
and 1.2 MLT. Unlike the evening sector, the flow reversal re-
gion in the postmidnight sector did not correspond to intense
auroral intensification, probably because conditions were unfa-
vorable for the onset of the magnetospheric-ionospheric feed-
back instability which would have led to auroral brightening
[2]. It is important to notice that, the intruding flow reversal
region shown in Figure 5e could be equivalently viewed as
the lower unloading cell in KY94 model (see Figure 1) that
is attached to a background dusk cell seen in previous frames.
Thus the overall convection pattern in Figure 5e is consistent
with the two unloading cells postulated by KY94. Those con-
vection features persisted during the interval 0840-0842 UT. In
this event the focus of the PoACV was 2-3 higher in latitude
than and 2.5-3 h MLT to the east of the brightest auroral re-
gion around 22.5 MLT (There was also bright aurora around
20 MLT in the dusk sector). During the whole event, there is
no evidence of the existence of a premidnight clockwise vortex
other than the persisting dusk cell.

2.2. December 15, 2001 event
The event was studied in [10] for other research purpose.

The substorm EP onset time was determined from the IMAGE
FUV/WIC observation, ground magnetometer and LANL geo-
synchronous observation as 0915 UT. Figure 2 gives a series
global convection maps for this event. A well-defined clock-
wise vortex centered at 750 MLAT, 22 MLT can be identified
as early as 0858-0900 UT, 16 minutes prior to the substorm
EP onset. Such premidnight clockwise vortex persisted till the
end of the growth phase (0912-0914 UT). At 0914-0916 UT,
the interval marking the substorm auroral breakup, the premid-
night clockwise vortex was significantly enhanced. So far there
was not any clear signature of a PoACV, and the convection
in postmidnight sector was overall weak in magnitude. At the
interval 0918-0920 UT, 4 minutes after the onset, a clear iden-
tifiable PoACV centered at 730 MLAT, 2.8 MLT appeared,
while the preexisting premidnight vortex clearly attenuated. At
0922-0924 UT, though there was an enhancement of westward
flows near the equatorward edge of brightened auroras, which
is identified as sub-auroral polarization stream (SAPS) by [10],
the flow magnitude directly associated with the premidnight
clockwise vortex significantly decreased compared to the on-
set frame 0914-0916 UT. At 0924-0926 UT, such premidnight
vortex became deformed and no longer clearly identifiable.
Similar to the first event, there was continuous eastward flow
enhancements at the equatorward part of the PoACV in the
postmidnight sector, and we notice that, an east-to-west flow
reversal, as an intruding part of the dusk convection cell, ex-
tend progressively toward postmidnight after substorm onset.
At 0924-0926 UT, evidences of such east-to-west flow reversal
can be seen as far as 640 MLAT, 4 MLT.

3. Discussion

We have studied in detail the evolution of convection vor-
tices in the nightside ionosphere during the substorm EP for
two events. In both events we have seen that a postmidnight an-
ticlockwise convection vortex emerge a few minutes after the
substorm onset. The foci of the anticlockwise vortices were
located at higher latitudes than, and east of, the brightest au-
roral region. The anticlockwise cell (upward vorticity) implies
downward FACs, while the bright optical aurora is usually as-
sociated with the precipitating electrons and thus upward FACs.
The inferred substorm closure current system showed northeast-
to-southwest alignment, and therefore can be resolved into a
meridional component and a zonal component, with the lat-
ter corresponding to the traditional SCW configuration. An-
other consistent feature is an east-to west flow reversal region
at lower latitudes. It represents a transition from the westward
electrojet (eastward flows) in the auroral region to the SAPS-
like westward flows near and/or south of the equatorward bor-
der of the auroral oval [4][10]. This flow reversal region pro-
gressively expands into the postmidnight sector during the sub-
storm EP, which is consistent with the observations that SAPS
may extend well into the postmidnight sector during strongly
magnetically disturbed periods [7][4]. One of the consequences
of this postmidnight intrusion of the flow reversal region is that
it becomes closer in longitude to the PoACV located at higher
latitude. For example, at 0838-0840 UT in the first event, the
east-to-west flow reversal region was visible up to 1.2 MLT,
which is roughly the same longitude as the focus of the PoACV.
Although the most intense upward FACs in this event are un-
doubtedly located in the brightest auroral region in the even-
ing sector well to the west of the PoACV, a smaller portion
of upward FACs also occurred in the flow reversal region at
67 MLAT in the postmidnight sector. This portion would form
a primarily MCS geometry with the PoACV at higher latit-
ude. This result again reveals the coexistence of the meridi-
onal and zonal components of the substorm current system. In
the first event (and also in all events in [11][12]), there was
no signature of a premidnight clockwise vortex other than the
dusk cell during the whole event interval. In the second event,
however, a premidnight clockwise vortex was present the late
growth phase. This premidnight vortex was significantly in-
tensified right at the EP onset frame, but tended to attenuate
and deform afterwards. Together with the postmidnight anti-
clockwise vortex that appeared 4 minutes after the substorm
EP onset, the pair of vortices consists the twin-vortex con-
vection system generated by nightside reconnection [3]. The
foci of the twin-vortex flows are located at each end of the
nightside merging gap. [6] performed an event study to demon-
strate the excitation of nightside twin-vortex flow during a sub-
storm EP; the focus of the postmidnight vortex was at 73
MLAT and 1 MLT, which is quite comparable to our res-
ults. The sudden enhancement of the premidnight clockwise
vortex right at the substorm onset time seems to be consistent
with the reconnection-driven scenario. However, the observa-
tional fact that such premidnight vortex gradually attenuated
and deformed after the substorm onset is not easily explained
by the above nightside reconnection-driven mechanism. Also,
the strong enhancement of eastward flows at the equatorward
part of the PoACV implies the presence of other dynamics
associated with the substorm EP process. We believe the en-
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hanced eastward flows at auroral latitudes are likely directly re-
lated to the substorm-associated process in the central plasma
sheet and the dynamo of MCS. The underlying mechanism is
not fully understood. [13] proposed a non-MHD mechanism
for the earthward magnetospheric electric field which drives
the eastward plasma convection and the MCS. [1] suggested a
MHD dynamo for the MCS. No matter the actual process driv-
ing the MCS, the combination of such process and the night-
side reconnection may explain the observed convection fea-
ture during substorm EP. If one compares the vorticities expec-
ted from the reconnection-driven process and from the MCS
configuration (Figure 3a), it is clear that, in the premidnight
sector the high-latitude vortices generated by the above two
mechanisms have different rotational senses and tend to can-
cel each other, leading to an attenuation or even absence of the
premidngiht vortex, while in the postmidnight sector they have
the same rotational sense and reinforce each other to form a
strong PoACV. The remnant part of the evening reconnection
cell concatenates with the lower-latitude MCS cell to form a
unified flow region with clockwise convection reversal (Figure
3b).
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An avalanche model of magnetospheric substorms
based on cross-scale coupling in the central plasma
sheet

W. Liu, P. Charbonneau, E. Donovan, and J. Manuel

Abstract: Recent observational evidence has indicated that auroral and ionospheric signatures of substorms exhibit
robust scale-free distributions over several decades of size measures. The suggestion that the substorm is a self-organized
critical (SOC) phenomenon has hence gained considerable currency. Whereas the SOC concept offers an interesting and
potentially fruitful approach in substorm study, it is important that any SOC-based substorm model be based on physics
believed to operate in the magnetosphere and also consistent with established substorm phenomenology. In this paper we
construct a cellular automaton model of the central plasma sheet; we further propose that substorms are energy avalanches
self-organizing in the central plasma sheet so represented. The model has the following key ingredients: global energy
transport according to the known physics of large-scale convection, destabilization of an energy-carrying unit (a flux tube)
by known plasma instabilities operating in the central plasma sheet (ballooning and/or current-driven), and a physically
motivated redistribution rule for the energy released from an unstable site. We make the argument that the behavior of the
model is controlled by the boundary condition imposed on the system, and conjecture how different substorm initiation
theories can be accommodated and tested in the present theoretical framework.

Key words: Complexity, SOC, Cross-Scale Coupling.

1. Introduction

Chang [6] speculated the applicability of self-organized crit-
icality to magnetospheric physics. Recent observational evid-
ence has established that the magnetosphere exhibits a range of
scale-free distributions suggestive of SOC [9, 23, 32, 33, 10].
It is generally suggested that SOC is a state of dynamical sys-
tems significantly removed from a minimum-energy equilib-
rium; sometimes, the system is referred to as being metastable.
Intermittently, global, avalanching instabilities occur in what
is called a systemwide discharge. Although the extension of
SOC from abstract mathematical models to a multiscale, multi-
specie magnetized plasma is not trivial, the concept offers a
new perspective to look at magnetospheric dynamics, particu-
larly those aspects associated with the onset of magnetospheric
substorms.

Bargatze et al. [3] showed that the magnetosphere is a non-
linear system, as its response function to the solar wind de-
pends on the level of activity. Vassiliadis et al. [34] developed a
mathematical model of nonlinear filters to explain the observed
behavior. Complementary to time-series analysis, intermitten-
cies in the spatiotemporal domain such as the bursty-bulkflows
have been interpreted as another manifestation of a magneto-
sphere in SOC. A related, but not identical observation is due
to Borovosky et al. [5] who showed that the current sheet ex-
ists in a permanent state of turbulence without a well-ordered
velocity.
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Although there is no widely accepted definition of SOC in
relation to the magnetosphere, many believe that it is differ-
ent from a mere turbulent state in that a SOC state is capable
of a system-wide discharge or avalanche. Chapman et al. [7]
constructed a sandpile model to elucidate such behaviors, but
the model itself is quite abstract, and its relevance to the actual
magnetospheric physics is metaphorical.

One avenue to further advance the SOC model is to couple
its universalist perspective with details of magnetospheric phys-
ics, that is, to construct magnetospheric models wherein dy-
namics are globally connected on all scales. Klimas et al. [15,
16] adapted the reduced MHD theory of Lu [20] to the mag-
netotail and found that an anomalous resistivity following a
hysteretic cycle can reproduce a number of intermittent phe-
nomena observed in the magnetosphere, including the power-
law distributions suggested by empirical studies.

Although the comparison between the hysteretic MHD and
SOC-inspired data analyses has been encouraging, there re-
mains some doubt whether scale-free distributions observed in
POLAR auroral images and of geomagnetic indices such as AE
can be directly attributed to the hysteretic MHD. Statistically,
magnetic reconnection occurs tailward of 20 Re in the mag-
netotail [25], whereas the auroral substorm expansion typic-
ally maps to a distance of 10 Re or less [28]. Bursty bulk flows
have been invoked to link the near-Earth neutral line (NENL)
to aurora intensification [30], but this proposal is unsettled and
controversial. Many researchers support a point of view that
posits a different causal relationship.

In this paper we give the essential outline of a model de-
scribing multiscale energy transport and release in the central
plasma sheet Earthward of 15 Re. Our survey of the literature
indicates a near-consensus that releasing excessive energy and
mass stored in this region is an essential aspect of substorm
expansion. Substorm phenomenology from the beginning has
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shown that the expansion starts from an equatorward auroral
arc and progresses in ways mimicking an avalanche [1]. The
current controversy is centered on the question of substorm
trigger. Our objective in this paper is to construct a model of
energy transport and release, taking into account of the basic
physics while taking care to instill into the model a propensity
for avalanche. The model admits, in principle, different trig-
gers of energy release and does not have a built-in preference to
any. We shall argue that most proposed substorm triggers can
set off an avalanche in the confine of the model; which trig-
gering mechanism is dominant depends on how the balance
of energy inflow and outflow through this region is affected
by boundary conditions in the magnetotail, dayside magneto-
pause, and ionosphere. In this sense, the proposed model can
be used to test various substorm triggering theories in the con-
text of global solar wind-magnetosphere interaction.

2. Physics of Energy Transport and Release in
the Central Plasma Sheet

It is generally agreed that the substorm is a result of coup-
ling among processes on the global, meso, and microscopic
scales. However, relatively few attempts have been made to
address quantitatively the cross-scale coupling problem. Part
of the problem has to do with the limitation of the prevalent
MHD theory; the rest may be attributed to mental inertia - an
established point of view takes years to form and a lifetime
to abandon. Yet, it has become clear to many that, in order to
advance the substorm research, the traditional methodology of
correlation, be them event- or statistically based, must be com-
plemented by a mathematically more sophisticated view and
methodology so that deeper relationships can be probed and
revealed. It is further necessary that borrowed concepts such
as SOC not become an end in itself but be a device to help de-
velop higher-level physical models. Our objective in this paper
is to couple certain known aspects of magnetospheric physics
with several attractive aspects of SOC, in an attempt to form a
new perspective of substorm physics.

2.1. Global Physics

Our model region spans the part of the equatorial plane that
coincides with the central plasma sheet active in the substorm.
The plane is divided into a two-dimensional grid, shown in
Fig. 1; each grid point represents a magnetic flux tube that
crosses the equatorial plane at that point.

The global physics of our model concerns the energy trans-
port through the grid and is described quantitatively by the
Rice Convection Model. The energy inflow into the grid is con-
trolled by the outer boundary condition (B1). Energy outflow
from the grid, on the other hand, is determined by three factors:
A) return flow to the dayside magnetosphere (B2); B) Poynt-
ing flux into the ionosphere (B3), and C) Particle injection into
the ring current (B4). The balance between B1, B2, B3, and B4
determines the state of the central plasma sheet. Since the mag-
netosphere is perpetually interacting with the solar wind, none
of the boundary conditions is nil at any given time. The claim
that the central plasma sheet is in a SOC state implies that the
energy sources and sinks controlling the boundaries keep the
energy distribution on the grid always near the “boiling point”.

Central Plasma Sheet

Flank Boundary

Tailward Boundary

Ionospheric Boundary

Fig. 1. A 2D cellular automaton to model energy avalanches in
the central plasma sheet.

While the studies cited in the introduction give some evidence
that this might indeed be the case, the proof is not yet conclus-
ive. The model proposed here provides a theoretical means to
verify this assertion.

The model depicted in Figure 1 is rich in potential behaviors.
Taking the very simplistic view that each of the 4 boundary
conditions can have only two modes of variation, up (↑) and
down (↓), one can see that energy accumulation on the grid will
exhibit 16 different modes, more than the number of distinct
substorm triggering theories!

The latest development of RCM is described by Lemon et
al. [17]. In essence, the plasma energy distribution, expressed
in terms of the plasma pressure, can be calculated at each grid
point, subject to the boundary conditions. An array p(i, j, t),
as an output of the RCM, gives the internal energy accumula-
tion as a function of time, at the grid point (i, j). During the
growth phase, convection intensifies, and we can compute in
detail how p(i, j, t) increases with time.

2.2. Micro-scale physics

During periods of the growth phase of the substorm (corres-
ponding to an ↑ state of B1 in Figure 1), energy increases over
the entire grid. Recalling that each grid point represents a flux
tube, the energy increases generally leads to a tailward stretch-
ing of the flux tube. Because the central plasma sheet is an open
system (i.e., Bn �= 0), this increase of internal energy does not
provoke an immediate relaxation to a lower-energy state. As a
gendanken experiment, let us assume only B1 �= 0 in Figure
1, i.e., energy is accumulated on the grid without sinks. An in-
stability (or substorm) is foreordained in this case. With respect
to an individual flux tube, the above situation corresponds to
an indefinite stretching, which leads to an indefinite increase of
two parameters, the plasma β and the current density j volume-
averaged over the flux tube. Eventually one or both quantitities
will exceed the threshold of local instability. The β-critical in-
stability belongs to the family of ballooning modes [12, 27, 19]
and is generally MHD in character. The j-critical instability
belongs to the family of current-driven modes [21, 22] and is
generally non-MHD in character.

Let the threshold values for the above two local criticalities
be βh and jh, respectively. Whether βh or jh dominates de-
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pends on the detail of the stretching and which instabilities is
excited first. It is quite possible that one of the two will dom-
inate some regions on the grid, while the other will dominate
the rest; this aspect will be studied in future simulations. An
important aspect of plasma instability is its hysteretic nature,
a point emphasized by Klimas et al. [15, 16] in regard to the
formation of SOC. The hysteresis consists in the high thresholds
of onset (βh and jh) and the lower thresholds of settlement (β l

and jl). A rudimentary example is a mass resting on an inclined
plane. Initially, the mass stays stationary even though the plane
is raised. This lasts until a high threshold height Hh at which
the static friction is equal to the pull of gravity along the plane.
Once the mass starts moving, it will settle on a low threshold
Hl = 0, releasing the potential energy into heat and kinetic
energy.

In the present case, the high threshold values can be de-
termined by a detailed analysis of the unstable mode in ques-
tion. For example, Liu [19] showed that the ballooning mode
will become unstable when the threshold βh = k2

‖/(κpκc) is
crossed, where k‖ is the parallel wavenumber of the perturba-
tion, and κp and κc are the pressure scale factor and field line
curvature, respectively. Similar thresholds can be established
for current-driven instabilities. The lower thresholds, on the
other hand, are subject to some indeterminancy because they
are not instability criteria but some “typical” relaxed states a
flux tube is wont to settle in. There are different ways to handle
this problem. In the case where the high threshold is much
greater than the low threshold, setting the latter to zero is of-
ten acceptable. Alternatively, we can adopt a scheme where
the system always strives to return to its original state, i.e.,
βl(i, j) = β(i, j, t = 0). We will investigate other possible
ways in later studies, but the essential point at present is that,
once destabilized a flux tube will release a finite amount of en-
ergy proporation to the difference of the high and low thresholds
(βh − βl or jh − jl) .

2.3. Mesoscale Physics

The above discussion established that energy transport on the
global scale can drive individual flux tubes to instability and
release part of the potential energy stored therein. This has the
classical direction of a cascade where inputs from the large-
scale end drive small-scale activities. There is also a possibility
of a backward propagation, namely, small-scale release causes
an avalanche of collapses and a systemwide discharge. This is
our main motivation in this paper.

Suppose that, through a local destabilization of a flux tube,
a certain quantity of energy ∝ ∆β = βh − βl is released.
This energy is propagated in space and perturbs neighboring
flux tubes. An essential factor governing the behavior of the
cellular automaton in Figure 1 is how the released energy is
distributed over the grid.

Without loss of generality, assume that κ∆β of the released
energy goes into the Alfvén mode, which carries the energy
to the ionosphere and creates little disturbance to the neigh-
bors. The rest, (1 − κ)∆β, is in the cross-field propagating
compressive mode, and changes the state of neighboring flux
tubes; we call this latter release the effective energy. The par-
tition of energy among the shear and compressional mode can
be done randomly in each individual case, with a statistical

mean < κ >, which can be a global parameter controlling the
avalanche.

Since the central plasma sheet is an inhomogenuous me-
dium, a fast-mode wave will experience any combination of re-
flection, mode-conversion, and absorption. There are two pos-
sible ways to write the redistributive rule of the effective en-
ergy. In a system that is globally smooth and locally uniform
(i.e., one-scale global distribution), the effective energy propag-
ates as classical MHD fast modes. There is a long series of
theoretical works dedicated to this subject [8, 31, 11, 18]. The
general conclusion from this body of works is that the effective
energy will either be spent or escape the system after a distance
R comparable to the scale length of global distributions. In this
scenario, the cellular automaton in Figure 1 would be max-
imally connected. In the alternative possibility that the central
plasma sheet is globally smooth and locally granulated (i.e.,
two-scale distribution, which is consistent with the observa-
tion of Borovsky et al. [5]), the effective energy is likely to be
dissipated before the fast mode has a chance to travel far. In
this case, the cellular automaton would be minimally connec-
ted. We believe that the second scenario is more realistic, both
because of the extreme implausibility for the central plasma
sheet not to have any localized graininess and of the logic of
the cellular automaton model: the very fact that a flux tube is
treated as an energy storing unit means that two flux tubes are
considered different.

3. Relationship With Existing Substorm
Theories

We stress that our model is not a microscopic substorm trig-
gering theory per se. Rather, it represents a different perspect-
ive to view the substorm as a global systemic behavior facil-
itated by two-way cross-scale coupling. In the forward direc-
tion, the enhanced global transport leads to localized release
of energy by way of small-scale instabilities. In the backward
direction, the localized releases can, under certain conditions,
self-organize into an avalanche and trigger a systemwide dis-
charge, namely substorm.

A salient point to emphasize, precedent to any specific com-
putation, is that for fixed energy redistribution rules and global
transport physics, the behavior of substorm onset is controlled
by the four boundary conditions indicated in Figure 1. In fact,
we believe most substorm triggering theories are consistent
with at least one way to change the boundary conditions. In this
sense, the present model can be used as a quantitative test to
arbitrate which possible trigger has the lowest onset threshold,
hence becoming the trigger, for a given condition. Here we dis-
cuss some of the most discussed onset scenarios and substorm
features to establish a context for future numerical studies.

3.1. “Internally Driven” Onset: |B1|>|B2|+|B3|+|B4|
This corresponds roughly to the situation where the IMF per-
sists in the southward direction, and the energy inflow from the
tail exceeds the combined outflow for a sufficiently long time
so that the overall energy distribution on the grid is driven to
the critical avalanche point. The term “internally driven” sug-
gests that the onset is independent of a reconnection-related
trigger and that the onset is owing to an instability (either β- or
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j-critical) internal to the region of energy storage. The likely
path to this instability is that a localized region of the central
plasma sheet goes unstable, and the instability avalanches in
space, as the effective energy releases set off a chain reaction.

3.2. BBF Onset: |B1| = Output of Hysteretic MHD
Module

While we believe that the hysteretic MHD model of Klimas et
al. [15, 16] is not spatially conjugate to dominant auroral sub-
storm features, it is possible, however, to connect the model to
SOC-like behavior in auroral substorms by way of bursty bulk
flows as described by Shiokawa et al. [30]. Effectively, it is
asserted that bursty-bulk flows from intermittent and spatially
localized reconnections in the midtail inject large quantities of
mass and flux to the central plasma sheet; the slowdown of the
BBFs results in a reduction of cross-tail current. In our present
model, we can use the output of the hysteretic MHD, which
exhibits intermittent behavior reminiscent of BBF, as B1. As
the BBFs interact with the internal grid points (flux tubes), an
avalanche may result.

3.3. Northward IMF Trigger: ∂|B2|/∂t < 0

Lyons et al. [24] argued that a northward trending of the IMF
precedes many substorms, and suggested that the substorm is
essentially a solar-wind triggered event. This possibility can be
incorporated into the present model. As the IMF turns north-
ward, the return flow to the dayside is temporarily suppressed.
During this interval, the net energy accumulation on the grid
increases, and an avalanche again may result.

3.4. Ionospheric Trigger: ∂|B3|/∂t < 0

Some authors (see eg., [14]) suggested that the ionosphere can
play a role in triggering a substorm. The basic idea is that dur-
ing periods of enhanced magnetospheric convection, the in-
crease in the ionospheric conductance can result in a positive
feedback, which has the sense to disrupt the near-Earth cur-
rent sheet. In our present model, an increase in ionospheric
conductivity will temporarily reduce the Joule heating rate for
a given magnetospheric current (i.e., ∝ J 2/

∑
). Choking off

the ionospheric channel of outflow will lead to an enhanced
energy accumulation on the grid.

3.5. SMC and Sawtooth events: <B1>=<B2+B3+B4>

Steady magnetospheric convection (SMC) [29] refers to a period
of prolonged southward IMF (several hours) during which no
substorm expansion is observed. Rather, the convection is more
intense and moves to more equatorward latitudes. The saw-
tooth events corresponds roughly to the same solar wind con-
dition, but the magnetosphere is marked by a periodic oscilla-
tion of injected particle fluxes (see eg. [13]). Many associate
sawtooth events with quasi-periodic recurrence of substorms.
Since the solar wind driver is the same for the two classes, it
is not illogical to suppose that they are two solutions of the
same problem, under different boundary conditions. We pro-
pose that SMC and sawtooth events correspond to a condition
where the energy inflow and outflow on the grid are balanced

in a time-averaged sense. The phasing among the four condi-
tions, however, determines whether the solution on the grid is
steady-state or quasiperiodic.

The above discussion is not exhaustive, only to underscore
our principal argument that the route to substorm is not a one-
lane highway, but a manifold of possibilities. The chief con-
trolling factor is the boundary conditions governing energy in-
flow and outflow out of the expansion onset region, the cent-
ral plasma sheet. Some of the phenomena such as pseudo-
breakup, poleward boundary intensification, and the boundary-
layer model [26] can all be incorporated as part of the model,
with proper adjustment of the boundary conditions.

We remind the reader that some of our descriptions of the
path to avalanche is different from the view originally associ-
ated with a particular boundary-condition trigger. For example,
the ionospheric trigger theory of Kan et al. [14] involves more
than just choking off energy outflow to the ionosphere. A more
accurate characterization is a redistribution of energy flow pat-
tern so that the ionosphere actually sends an inflowing flux
(reflected Alfvén waves) to trigger the substorm in the cent-
ral plasma sheet.

4. Summary

We have developed a model whereby energy transport and
release in the central plasma sheet can be studied as a cellular
automaton problem. We have focused on the conceptual as-
pect of the development, leaving a number of details and the
numerical implementation to the future. We believe that the
conceptual underpinning of the model represents a potentially
new and fruitful approach to substorm research and warrants
a report in this proceeding, notwithstanding a certain lack of
details.

We believe that recent evidence and theoretical argument for
self-organized criticality in the magnetosphere are not merely
an importation of faddish terms from another field but reveal
a deep order in what is now commonly accepted as a very
nonliear magnetosphere; the substorm problem, as a “going
concern”, can be most profitably studied by treating the mag-
netosphere holistically. According to this dictum, our model is
guided by the following principles:

1. The substorm problem must be studied by treating the
entire region implicated in the process as a whole;

2. We subscribe to the view that most of the energy re-
lease during a substorm takes place in the central plasma
sheet, and that, based on statistical evidence, reconnec-
tion is not directly involved in tapping the free energy
stored in this region;

3. Partly in response to the recent evidence suggestive of
a magnetosphere in SOC, we develop the model with a
view to a potential for avalanche behavior;

4. We believe, despite the opinion which the elephant may
hold of the blind man, the latter has gotten a part of
the elephant that is real. In other words, a “higher-level”
substorm theory should ideally be “backward-adaptable”
to accommodate more elemental theories, unless there
are good reasons not to include some.

c©2006 ICS-8 Canada



Liu et al. 157

The conceptual model developed in this paper has the fol-
lowing principal features:

1. Magnetic flux tubes in the central plasma sheet are treated
as the unit of energy sotrage, and a cellular automaton
comprised of the equator-crossing points of the flux tubes
form the basis of our model;

2. The model is driven by known magnetospheric physics
on the global, meso, and microscale;

3. Energy deposit on each grid point (flux tube) is determ-
ined quantitatively by the Rice Convection Model or an
equivalent computational model;

4. Each flux tube has an energy-containing threshold above
which a localize energy release takes place;

5. The local release is hysteretic, whereby the flux tube
settles on to an energy state lower than the threshold;
the threshold physics depends on the nature of the in-
stability incorporated; both MHD (ballooning-type) and
non-MHD (current-driven type) can be included;

6. Grid points near a local release are coupled through a
redistributive rule, whose exact form depends on the as-
sumption of propagation physics of waves in the mag-
netosphere. We favor a minimally-connected grid, on the
assumption that the central plasma sheet is grainy on
a local scale, but will consider redistributive rules with
longer-range connections;

7. The behavior of the cellular automaton is determined by
four boundary conditions: a) the energy inflow into the
grid from the tailward boundary; b) the energy outflow
through the flanks to the dayside magnetosphere; c) the
energy outflow into the ionosphere; and d) the energy
outflow through the inner edge of the plasma sheet into
the ring current; we believe that the balance of energy
flows at the boundary determines whether or how a sub-
storm as a global avalanche will occur, and which sub-
storm trigger mechanism prevails.

We discussed some examples how the model can be triggered
to produce substorms by boundary condition changes. It ap-
pears that the model is general enough to accommodate differ-
ent trigger theories proposed in the past and, more importantly,
provide a quantitative means to test under which condition(s)
each can set off energy avalanches in the central plasma sheet.

As a moral of sort, self-organized criticality offers a new
perspective to studying magnetospheric physics in a rather pro-
found way: The magnetosphere is an open system subject to
changing energy fluxes across its boundary. In contrast to the
classical energy principle analysis appropriate for closed sys-
tems, the substorm problem is controlled by the balance of en-
ergy flows into and out of the system, not free energy measured
against a global minimum. Although this point may sound ob-
vious, it is not universally realized; SOC and sandpile models
provide an initial glimpse to how a changed perspective can
lead to new insights and a drastic departure from established
expectations.
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The active plasma sheet: definition of ’events’ and
statistical analysis

P. Louarn, C. Jacquey, E. Budnik, and V. Génot, the CDPP, FGM, CIS and STAFF
teams

Abstract: A statistical analysis of the plasma sheet activity is performed from CLUSTER observations (years 2001 to
2004). Different types of ’events’ are defined by using the plasma flow velocity (V-events), the low frequency magnetic
fluctuations (B-events), and the spectral density of higher frequency waves (HF-events). They are selected by an automatic
procedure from 2 criteria: a lower threshold for the fluctuations and a minimal duration for each events. The V-events
correspond to the usual ’BBF’. The three types of ’events’ form an homogenous set, their number (20 to 50 for each
Cluster ’tail’ season, depending on the selection criteria) and their total duration (5-10% of the time spent by CLUSTER
in the sheet) being comparable. ’Events’ of different types are positively correlated with percentages of common detection
reaching 50%. They are also organized in bunches that characterize local active states in the plasma sheet. However,
these active states do not present a one-to-one relationship with substorms or auroral activations. Analysing how the
number of ’events’ varies with the selection criteria, it is concluded that the B-events saturate at 2-4 nT and have a
rather long duration (more than 1-2 minutes) when HF-events are more likely bursty and intense since their number
significantly increases for duration smaller than 1 minute. In average, B-events and HF-events begin before V-events. We
cannot conclude on a cause-to-effect relationship between ’events’, nevertheless, the study shows that the three types of
’events’ are likely related to the same basic physical phenomena. They could be fundamental elements of the plasma sheet
turbulence.

1. Introduction

A significant feature of the Earth’s plasma sheet is the pres-
ence of large fluctuations in the magneticfield, in the flow velo-
city and, in the spectral density of high frequency waves, with
timescales ranging from seconds to minutes. This defines a
’turbulence’ that characterizes the ’active’ plasma sheet. Its de-
scription and the analysis of its relationships with heating and
acceleration processes are of paramount importance for under-
standing the magnetospheric activity in general, and more spe-
cifically the magnetospheric ’substorms’ and their consequences.

The investigation of the plasma sheet turbulence is a vast
program. One may concentrate on the analysis of field fluc-
tuations, as it was done using the Geotail and AMPTE/IRM
spacecraft by ([11], [8], [7], [4], [5]) and, more recently
CLUSTER ( [15], [12], [10], [16]). The main objective of these
studies is to compare models of the turbulence (intermittency
or multi-fractals) and various generation mechanisms of the
fluctuations with the observations. Fluctuations in the flow ve-
locity - the bursty bulk flows (BBF) - are other manifestations
of ’activity’. They have been studied into details given their
possible associations with sporadic magnetic dissipations and
their role in the plasma convection (for example: [3], [1], [14]).

These studies demonstrate that the plasma sheet ’activity’ is
a multi-form phenomena. As seen locally by a spacecraft, the
plasma sheet is not in a permanent ’turbulent’ state for hours.
’Calm’ and ’active’ periods alternate, the durations of active
periods ranging from a few minutes to a few 10 minutes. Fur-
thermore, as discussed in the present paper, active periods are
often a succession of ’events’ lasting a few 10 s or minutes
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during which the fluctuations of a given parameter are partic-
ularly large. If the active periods corresponds to global energy
releases in the plasma sheet then the ’events’ would be the
fundamental elements that organize the energetic processes. In
many respects, BBF’s are archetypical ’events’ defined from
the flow velocity. The notion of ’events’ can also be extended
to other physical quantities (magnetic fluctuations, high fre-
quency waves, temperature, pressure...) which will modify the
definition of ’activity’. It is then interesting to study the ’activ-
ity’ resulting from the choice of different kinds of ’events’, to
make the statistical analysis of their occurrence and, to invest-
igate their possible relationships. Surprisingly, this was rarely
made in a systematic way.

For the present investigation, we define ’events’ from 4 para-
meters: (1) the flow velocity (which corresponds to BBF), (2)
the amplitude of the low frequency magnetic fluctuations, (3)
the spectral density of ’high frequency’ waves (1-10 Hz) and,
(4) the thickness of the sheet. This corresponds to 4 differ-
ent classes of ’events’. We then make statistics on the res-
ulting sets of ’events’: How often are they observed? What is
their cumulative duration? What does it mean in terms of pro-
portion of time spent by spacecraft in the plasma sheet? The
study of their correlations is also interesting. Do they occur
together? Are there classes of ’events’ that statistically occur
before other, so that a cause-to-effect relationship could be es-
tablished between them? In particular, we will investigate the
relationship between BBF’s and ’events’ defined from mag-
netic fluctuations and waves.

The selection of ’events’ is hard from the simple visual in-
spection of the data. The visual method introduces subjectiv-
ity and restricts the analysis to a limited number of criteria
for the selection. To solve this methodological difficulty, we
use the facilities given by the CDPP (Centre de Données de
la Physique des Plasmas, a plasma physics data centre result-
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ing from a French national program) to investigate CLUSTER
data. We consider a large data set corresponding to CLUSTER
’tail’ seasons, from 2001 to 2004. Each of them lasts ∼3 months
and corresponds to orbits with apogee in the magnetotail. We
further choose crossings at -10 Re< Ygsm <10 Re. The meas-
urements are performed by 3 different instruments (FGM [2],
CIS [13] and STAFF [6]) on the 4 CLUSTER spacecraft.

2. Data and Methods

To illustrate the selection of ’events’, the measurements per-
formed during a long crossing of the plasma sheet, with a suc-
cession of ’active’ and ’calm’ periods are presented in Fig-
ure 1 (14-15th September 2001, from 2245 UT to 0630 UT).
We show the Bx magnetic field measured by the 4 spacecraft
(panel 1, from the top), the Vx component of the plasma flow
measured by SC1 and 3 (panel 3) and, the spectral density of
the magnetic fluctuations in the range 1-10 Hz (panel 5). GSM
coordinates are used. From the 4 spacecraft measurements, we
compute the magnetic field gradient. We then deduce the typ-
ical thickness of the sheet as the ratio between the magnetic
field in the lobe - assuming pressure balance - and the mag-
netic gradient.

Fig. 1. Example of plasma sheet crossing and selection of events.
From top to bottom (panel 1 to 6), Bx magnetic component and
selected B-events, Vx flow and selected V-events, high frequency
spectral density and HF-events.

Multiple signs of ’activity’ are observed in Figure 1: (1)
large magnetic fluctuations with periods ranging from a few
seconds to several minutes, (2) flows with positive and negat-
ive Vx larger than 100 km/s and, (3) time intervals correspond-
ing to large spectral density of waves. These manifestations of
’activity’ are also associated with variations of the total pres-
sure, of the thickness, and the current of the sheet (not shown
here). The observation of this strong activity is not surprising
since two substorms or auroral activations have occurred dur-
ing this time period, at 2353 UT on day 14/09 (t 1:10, in the

Figure) and 0412 UT on day 15/09 (t 5:30) ([9], from IMAGE
data). The last case is related to the most active time period.

Using colour bars, we also indicate the selected ’events’.
From the amplitude of the low frequency magnetic fluctuations
we define ’B-events’ (red bars in panel 2), from the plasma
flows we define ’V-events’ (green bars in panel 4), and from
the wave spectral density ’HF-events’ (blue bars in panel 6).
An ’event’ can be defined by two parameters. It corresponds
to a time interval of minimal duration (Ta) during which a
given parameter - indicated by the subscript ’a’ - is larger than
a threshold (Sa). For example, by considering Sv=100 km/s
and Tv=60 s, we can select ’V-events’ as time intervals longer
than 60 s during which the flow velocity is permanently larger
than 100 km/s. The definition of ’B-events’ is more complex.
As seen in Figure 1, discrete and variable frequencies seem
to dominate the low frequency magnetic fluctuations for given
time intervals. This type of signal is better analysed by a wave-
let than a Fourier transform. We thus perform a wavelet ana-
lysis of the magnetic field and then take into account 3 para-
meters for defining ’B-events’: a threshold for the amplitude of
the fluctuations (Sb), a minimal duration for the ’events’ (Tb)
and a upper value for the periods of the fluctuations (Pb). A
’B-events’ is thus a time intervals of minimal duration Tb dur-
ing which wavelet-like fluctuations with periods smaller than
Pb reach amplitude larger than Sb. We choose Pb=30 s for the
present study. Of course, this choice must be consistent with
the minimal duration of the B-events: Pb must be smaller than
Tb. Given their respective frequency ranges and the polarisa-
tion, B-events rather correspond to MHD compressional fluc-
tuations when HF-events take into account fluctuations close to
the ion gyrofrequency. They are thus related to different types
of plasma/wave interactions.

The ’events’ shown in Figure 1 have been selected with
Ta=40s. We use different thresholds: 1.0, 1.8 and 2.6 nT for
the magnetic fluctuations, 150, 210 and 270 km/s for the flows,
0.1, 0.5 and 1 pT/Hz1/2 for the spectral density. The selection
is made by considering the maximum values seen by any of
the 4 spacecraft. For ’V-events’, we also impose that the mag-
netic/total pressure ratio is smaller that 0.5. ’V-events’ actually
correspond to flows in the central plasma sheet and are equi-
valent to BBF’s.

A detailed analysis of Figure 1 reveals that the procedure ad-
equately selects ’events’ from the different data sets. Given the
apparent simplicity of the variations of the wave spectral dens-
ity and of the flow velocity, the identification of ’HF-events’
and ’V-events’ seem straightforward, the latter clearly corres-
ponding to BBF’s. Conversely, the selection of ’B-events’ would
be impossible from a simple visual inspection. It is interesting
to note how accurate is the procedure based on the wavelet ana-
lysis. A careful inspection of the period 5:00-6:30 shows that
’B-events’ actually correspond to precise time intervals during
which, intuitively, the dominant component of the fluctuations
has changed in amplitude or period so that fluctuations with
periods smaller than 30 s become large.

The procedure of selection leads to comparable sets of ’events’.
This concerns the number of events, their individual as well
as their total duration. This important point will be more dis-
cussed in next sections. It is not as natural as it could look like
and indicate that the different type of ’events’ are likely related
to the same basic physical phenomena.
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3. Application to complete ’tail’ season

Figure 2 is a general view of ’events’ selected during several
crossings of the plasma sheet. We consider here the 2002 tail
season. The crossings are organized by frames corresponding
to 10 hours of observations. For reason of readability, seven
over more than thirty recorded crossings are shown. The col-
our code is the same as in Figure 1 (red: ’B-events’, green: ’V-
events’, blue: ’HF-events’). The minimal duration of events is
40s and the thresholds are: 1.5 nT, 150 km/s and 0.6 pT/Hz 1/2.
The yellow bars indicate the periods during which at least one
of the spacecraft measures a thermal/total pressure ratio lar-
ger than 0.5, which means that it is located in the internal
part of the plasma sheet. By overlying the yellow bar by a
dark blue one, we further indicate the periods of ’thin’ plasma
sheet, with a half thickness smaller than 0.45 Re. We choose
examples of ’active’ plasma sheet (21/08, 28/08, 18/09), cases
with sparse detections of events (13/08,18/08), and examples
of ’calm’ plasma sheet (25/08, 13/09).

Fig. 2. Global view of selected events during 7 crossing of the
plasma sheet. Yellow: presence of CLUSTER in the internal
sheet, Red: B-events, Green: V-events and, Blue: HF-events.

As seen in Figure 2, the ’events’ generally occur in bunches
and present a rather clear positive correlation. This defines peri-
ods of ’activity’ with typical duration of a few 10 minutes.
Nevertheless, none of the periods of ’activity’ shown here cor-
responds to a substorm onset listed by [9]. According to this
list, auroral activations or substorms do occur at the days presen-
ted in the Figure, in particular on 21/08 or 18/09, by not while
CLUSTER was in the plasma sheet. However, when CLUSTER
is in the plasma sheet during a recorded substorm, we check
that ’events’ are actually detected. It is the case of the day
15/09/2001 shown in Figure 1, precisely when a strong activity
is observed. Let us also note that there is no clear relationship
between the observation of a thin plasma sheet and ’events’.
On day 21/08, a thin plasma sheet is observed during the activ-
ity, on 18/09 and 28/08, a thin plasma sheet is observed well
before the activity.

Table 1 summarizes the statistical study of the different types
of ’events’ selected during the 2001-2004 ’tail’ seasons as
Cluster was at -10 Re< Ygsm <10 Re. They are selected using
the same thresholds as for Figure 2. The cumulated duration for
each type of ’events’ is indicated in hours. We also indicate the
number of selected events(’e’ in parenthesis). We define com-
mon events (B/V, B/HF and V/HF), see next section. The cu-
mulated duration of the common events and the corresponding

Table 1. Statistics of events performed from 2001 to 2004.
’sheet’ corresponds to magnetic/total pressure ratio smaller than
0.5, and ’thickness’ to an observed sheet thinner than 0.45 Re.
’B’, ’V’, ’HF’... corresponds to the type of ’events’.

2001 2002 2003 2004
sheet 59.93 59.5 40.72 36.7

thickness 3.45 1.02 1.06 0.71
V 3.34 (38e) 2.9 (35e) 1.72 (21e) 0.84 (13e)

HF 2.95 (37e) 2 (26e) 1.96 (30e) 2.62 (21e)
B 6.41 (57e) 3.27 (40e) 1.74 (18e) 1.54 (18e)

B/V 1.74 (26%) 0.7 (21%) 0.59 (34%) 0.59 (38%)
B/HF 2.3 (35%) 1.1 (34%) 0.55 (31%) 0.63 (41%)
V/HF 1.15 (18%) 0.7 (21%) 0.78 (45%) 0.5 (32%)

proportion with respect to the total duration (% in parenthesis)
are given.

The total time spent by CLUSTER in the plasma sheet is
∼60 hours in 2001 and 2002 and ∼40 hours in 2003 and 2004.
We interpret this difference by the fact that the spacecraft are
closer each to the others in 2003 and 2004 which decreases the
probability to have at least one of them in the sheet. In aver-
age, events are detected during ∼3-5 % of the total time spent
in the plasma sheet, meaning a cumulated duration of ∼1.5-3
hours. The number of events varies from 13 (V-events in 2004)
to 57 (B-events in 2001). One may consider that B-events are
particularly frequent in 2001 and, conversely V-events are rare
in 2004. In general, the plasma sheet seems to become less and
less active from 2001 to 2004. Note also that the total time
spent in a thin current sheet is more than three times longer
during 2001 than during the other years. This certainly has to
be related to a decrease of the solar activity from 2001.

The common time between different types of events (B/V,
B/HF, V/HF) varies from 0.5 to 2 hours, which represent 20 to
35% of the total duration of the events. There are some excep-
tions (45% for V/HF events in 2003) that will deserve a more
careful examination. All these percentages are larger than what
would be expected from a random occurrence of the events.
This confirms that events of different types generally do not
occur independently and are thus likely related to the same un-
derlying physical process.

4. Parametric study of the occurrence of
’events’

The use of an automatic procedure for the selection of ’events’
has also the advantage to make easy modifications of their
definition and their selection parameters. The contour plots
shown in Figure 3 present the total duration of the events as
a function of the thresholds (Sa) and of the minimal duration
of each events (Ta). In addition of B,V and HF events, we con-
sider ’thickness-events’ corresponding to time intervals during
which the plasma sheet is thinner than a given threshold. The
values of the parameters of selection are chosen in such a way
that the total duration of the events varies in the same range,
from nearly 0 for severe constraints to typically 5-6 hours.

These plots help to understand how the different events are
organized. Considering B-events, one may note that the con-
tour levels are almost perpendicular to the axis representing
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Fig. 3. Parametric study of the total duration of the events. Only
2001 events are considered. Both the minimal duration and the
threshold vary.

the amplitude of fluctuations. The important parameter for the
selection of B-events is thus the amplitude and not the minimal
duration of the events. This means that B-events are rather or-
ganized in long time intervals with typical duration of a few
minutes. The possible existence of a saturation effect is not ex-
cluded: when the thresholds is increased from 1.5 nT to 4 nT,
the total duration of B-events decreases by almost one order
of magnitude and becomes smaller than 0.5 hour. This demon-
strates that the amplitude of the fluctuations with periods smal-
ler than 30s hardly reaches 10-20% of the magnetic field in
the lobes. HF-events show an interesting contrasted organisa-
tion. For events longer than ∼100 s, the amplitude is again
the most efficient criteria of selection. Conversely, when short
events are taken into account (T < 80s), the minimal duration
becomes a strong criteria of selection. The total duration of
HF-events decreases by a factor of ∼3 from T=40 s to T=80
s. HF-events thus tend to be organized in short intense bursts.
V-events are equally well organized by their minimal duration
or the threshold of velocity. Finally, let us note that the min-
imum duration is a rather efficient discriminating criteria for
the selection of ’thickness-events’. This would mean that the
thickness of the sheet significantly varies on short time inter-
vals, with typical duration of 40-80 s. A more detailed analysis
is needed to understand the causes and the consequences of
this variability.

5. Association between events and possible
cause-to-effect relationships

After studying separately the different types of ’events’, we
now analyse their relationships. Three plots presenting the per-
centage of common B/V, B/HF and V/HF events are shown in
Figure 4. To obtain these percentages, we consider the time in-
tervals corresponding to events of a given type (B-events, for
example) and we calculate how often events of another type
(V-events or HF-events) are detected during the same time in-
tervals. The results is then normalized to the total number of
events.

Fig. 4. Analysis of the commonality between the different types
of events. It is expressed as the number of common events,
normalized to the total number of events. Plot 1 to 3 from top to
bottom

Considering B/V-events, the best correlation (∼50%) is ob-
tained for fluctuations with amplitude 2 nT and flows above
250 km/s. The correlation between large fluctuations and slow
flows (below 250 km/s) is negligible. However, this correla-
tion seems to increase when larger flow velocities are con-
sidered (velocity larger than 300 km/s). It will be interesting to
check if the correlation further increases when extreme V and
B-events are considered. We note that B-events and HF-events
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are closely related: as the amplitude of the MHD fluctuations
increases, the maximum correlation is obtained for larger spec-
tral density of the high frequency waves. In some way, there is
thus a relationship between the level of compressible MHD
fluctuations (B-events) and the turbulence at kinetic scale (HF-
events). The V/Wave correlation present a maximum for flow
speeds in the 200-250 km/s range. One notes that the max-
imum correlation is obtained for higher spectral density as the
flow speed increases. The sharp local maximum that appears
on the plots are not significant.

In terms of possible cause-to-effect relationship, we con-
clude from plot 1 that, if we make the hypothesis that flows
trigger magnetic fluctuations, then flows below 300 km/s can-
not trigger magnetic fluctuation larger than 2-3 nT. In reverse,
if magnetic fluctuations generate flows, then there is no clear
relationship between the amplitude of the fluctuations and the
velocity of the flows below 250 km/s. Large fluctuations (above
3 nT) could nevertheless generate high speed flows (above 250
km/s). Concerning V/HF wave relationship (plot 3), a posit-
ive cause-to-effect may exist: high speed flows could gener-
ate a stronger turbulence or, in reverse, large turbulence could
more efficiently trigger high speed flows. The good correlation
between B and HF-events is likely linked to some continuity in
the turbulent spectra, from the low to the high frequencies.

To get a better view of possible cause-to-effect relationships
between events, we produce more precise plots that take into
account the relative time of detection of the events (Figure 5).
To make plot 1, we consider common V/B events. We then
identify B-events that start before V-events and calculate the
time intervals that separates the start of both events. We add all
these time intervals (black line). We do the same for B-events
finishing after V-events, and calculated the period that separate
the end of the V-events and the end of the B-events (blue line).
The plots thus corresponds to the total advanced time of B over
V-events (black) and the total retarded time of B over V-events
(blue). The same is done for V and HF events in plot 2. The
continuous, dotted and dashed lines correspond to increasing
thresholds for the selection of events.

Fig. 5. advanced (black) and retarded (blue) time between
B/V-events (plot 1), and HF/V-events (plot 2).

The proportion of B-events and HF-events that start before a
V-events is generally much larger than the reverse, by a factor
3. This is especially true for low amplitude fluctuations (con-
tinuous line), the difference being less pronounced as the amp-
litude of the wave increases. This indicates that, in average,
low and high frequency fluctuations are seen before the flows.
They also do not persist for a long time after the flows. A

simple interpretation would be that V-events, HF-events, and
B-events are triggered by the same process, the higher velocity
of propagation of the magnetic fluctuations (sound or Alfvén
speed) allowing to detect B-events or HF-events before V-events.
It is nevertheless not excluded that the fluctuations could also
have a positive role in the formation of flows: a burst of mag-
netic turbulence could change the dynamics of the plasma sheet
and trigger plasma flows. A more detailed analysis is needed
to firmly conclude on these fundamental questions.

6. Conclusion

The prime purpose of this report is to publish a first exten-
ded study of the plasma sheet activity from CLUSTER meas-
urements. We perform a statistical analysis of different kinds
of ’events’ that characterize the plasma sheet activity. They are
defined from the flow velocity (V-events, equivalent to BBF),
the amplitude of low frequency magneticfluctuation (B-events),
the spectral density of high frequency waves (HF-events) and
the thickness of the sheet (thickness-events). We use automatic
procedures for the selection of ’events’ based on the facilities
given by the CDPP.

Depending on quantitative criteria, an ’active’ plasma sheet
is observed some ∼5-10% of the total time spent by spacecraft
in the sheet. We obtain comparable proportions using B-events,
V-events and HF-events. If ’activity’ is generally identified as
a substorm develops when CLUSTER is in the sheet, many
examples of active periods are reported without any recorded
auroral intensifications or substorms. There is thus certainly
not a one-to-one relationship between the development of local
active processes and auroral phenomena. We also show that the
three types of events present a positive correlation, as large as
50%. This is a strong indication that V, B and HF events are
basically related to the same phenomena.

There are different interpretations of the phenomena. One is
simply that a localised dissipation process (a reconnection, for
example) generates flows and fluctuations. They then propag-
ate independently from the same location and are detected al-
most simultaneously given the large propagation speeds. How-
ever, in such a case, the ’events’ cannot be considered as phys-
ically related phenomena, they would simply result from a com-
mon process. The second interpretation is that a cause-to-effect
relationship links the events. For example, magnetic fluctu-
ations generate flows that, in reverse, trigger fluctuations in
a large frequency domain. This would create a self-consistent
non-linear system that organize the local dissipation. The ob-
served correlation would then be an essential ingredient of tur-
bulence in collisionless plasmas. More detailed analysis are re-
quired to answer this dilemma.

References

1. Angelopoulos, V., Kennel, C. F., Coroniti, F.V , Pellat, R., Kivel-
son, M. G., Walker, R. J., Russell, C. T., Baumjohann, W., Feld-
man, W. C., Gosling, J. T., Statistical characteristics of bursty
flow events, J. Geophys. Res., 99, 21257, 1994.

2. Balog, A. et al, The Cluster magnetic field investigation: Over-
view of infligth performance and initial results, Ann. Geophys.
Res., 19, 1207, 2001.

c©2006 ICS-8 Canada



164 Int. Conf. Substorms-8, 2006

3. Baumjohann, W., Paschmann, G., Luhr, H., Characteristics of
high speed flows in the plasma sheet, J. Geophys. Res., 95, 3801,
1990.

4. Borovsky, J. E., Helphic, R. C., Funsten, H. O., Thomsen, M. F.,
The Earth’s plasma sheet as a laboratory for flow turbulence in
high beta MHD, J. Plasma Phys., 57, 1, 1997.

5. Borovsky, J. E., Funsten, H. O., MHD turbulence in the Earth’s
plasma sheet: Dynamics, dissipation, and driving, J. Geophys.
Res., 108, 1284, doi:10.1029/2002JA009625, 2003.

6. Cornilleau-Wherlin, N. et al., First result obtained by the Cluster
STAFF experiment, Ann. Geophys. Res., 21, 437-456, 2003.

7. Ohtani, M., Higuchi, A., Lui, T. Y, Takahashi, Magnetic fluctu-
ations associated with tail current disruption: Fractal analysis,J.
Geophys. Res., 100, 19, 1995.

8. Bauer, P. M., Baumjohann,W., Treumann,R. A.,Sckopke, N.,
Luhr,H., Low-frequency waves in the near-Earth plasma sheet,
J. Geophys. Res., 100, 9605, 1995.

9. Frey, H. U., Mende, S. B., Angelopoulos, V., Donovan, E. F.,
Substorm onset observations by IMAGE-FUV,J. Geophys. Res.,
109, 10304, doi:10.1029/2004JA010607, 2004.

10. Fruit, G., Louarn, P. ,Budnik, E., Sauvaud, J.A., Le Quéau, D.
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Relation of substorm disturbances triggered by
abrupt solar-wind changes to physics of plasma
sheet transport

L. R. Lyons, D.-Y. Lee, C.-P. Wang, and S. B. Mende

Abstract: Substorm onset occurs within the near-Earth plasma sheet in the region that maps to the Harang electric field
reversal observed within the ionosphere. IMF changes that are expected to reduce the convection electric field after
>∼ 25 min of negative IMF Bz are well known to cause substorms. Solar wind dynamic pressure Pdyn enhancements
following prolonged strongly southward IMF (Bz

<∼−8 nT) also cause substorms. However, an interplay of effects from a
simultaneous IMF and Pdyn change can prevent the occurrence of a substorm, leading to what we refer to as null events.
We show that the combination of inward convection and energy-dependent magnetic drift in the finite-width plasma sheet
offers an explanation for the IMF and pressure triggered substorms, for their onset within the Harang reversal region,
and for the null events. These same aspects of the plasma sheet transport also offer an explanation for the growth-phase
development of the Harang reversal, for steady-magnetospheric convection events, and for pseudo-substorms.

Key words: Substoms, Harang discontinuity, Dynamic pressure, Plasma sheet.

1. Introduction

Abrupt changes in the interplanetary magnetic field (IMF)
and solar wind lead to large-scale disturbances of the magneto-
sphere-ionosphere system and in particular to substorms. Fur-
thermore, auroral observations have been used to show that
substorm onset occurs within a region of converging electric
fields known as the Harang discontinuity [1, 6, 8, 18, 19]. Note
that the Harang discontinuity is a region where the north-south
component of electric fields reverses direction, and is not ac-
tually a discontinuity. For this reason, it is referred to here as
the “Harang reversal.” Observations of ionospheric flows have
shown that the Harang reversal enhances during the substorm
growth phase and decreases dramatically at onset, implying
that the evolution of the Harang reversal is “related to the cause
of substorm expansion onsets” [3].

Here we first describe how disturbance features depend on
the type of interplanetary change and identify which changes
lead to substorms and which do not. We then describe our pro-
posal for how basic plasma sheet transport leads to the growth
phase development of the Harang reversal, causes substorm
onset within the Harang reversal, explains why some changes
cause substorm onset and others do not, and offers a feas-
ible explanation for steady magnetospheric convection inter-
vals (SMCs, also known as convection bays) and pseudo-sub-
storms (also known as pseudo-breakups).
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2. Disturbance Features

It is well known that IMF changes that lead to a convection
reduction after a >∼25 min period of negative Bz lead to the
onset of substorms. Global auroral images from the Wideband
Imaging Camera (WIC) on board the IMAGE spacecraft are
shown in the top row of Fig. 1 for a substorm triggered by an
IMF northward turning following a ∼30 min period of IMF
Bz ∼−2 to −4 nT on 9 December 2000 (color images and
other data for this and other events discussed here are shown
in [16]). These images illustrate what typically is observed for
substorms triggered by an IMF change under constant solar
wind dynamic pressure, Pdyn.

The images show that brightening within the equatorward
portion of the oval was first visible at 1914 UT at ∼00 to
01 MLT. Such brightening indicates the onset of a substorm ex-
pansion. Based on the previous studies referred to in the intro-
duction, this brightening occurs within the region of the Har-
ang reversal. The region of enhanced expansion-phase aurora
then spreads azimuthally and poleward over the next 4–6 min,
forming a typical aurora bulge and reaching a maximum azi-
muthal coverage of ∼5 hr of MLT. This expansion-phase bulge
indicates that current-wedge formation occurred within the in-
ner plasma sheet. Consistent with this, the geosynchronous en-
ergetic particle data for this event show the clear dispersion-
less flux enhancements near midnight that result from current
wedge formation.

WIC images from 26 July 2000 illustrating the typical au-
roral response to an increase in Pdyn under steady IMF are
shown in the second row of Fig. 1. An enhancement of au-
roral emissions is observed over a wide range of MLT, both
on the dayside and nightside. This enhancement is first clearly
seen in the 1857:09 UT image and was as close to simultan-
eous with the Pdyn impact as can be determined with the 2-min
time resolution of WIC. Also note that, unlike for substorms,
there is no evidence for bulge formation. Such a global auroral
enhancement, without the bulge formation associated with cur-
rent wedge formation, is the response to the Pdyn driven com-
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Fig. 1. Selected global auroral images from WIC for four different types of events as identified.

pressional heating of plasma sheet electrons, which undergo
strong pitch-angle scattering losses to the atmosphere. Direct
evidence for a lack of current wedge formation during this type
of event has also been found using geosynchronous observa-
tions [10]. We attribute most of the global auroral enhancement
to enhancement of the diffuse aurora, though some discrete au-
roral features will also be enhanced due to the increase in the
global field-aligned current system that has been observed in
response to an increase in Pdyn.

We next address several disturbances that occurred during
the 00–12 UT period on 11 August 2000 when the IMF was
generally strongly southward at about −10 nT. This period
illustrates two important surprises [16]. The IMF and solar
wind dynamic pressure for this period from two spacecraft are
shown in Fig. 2 as mapped to just in front of the bow shock
using the [23] mapping technique.

WIC images for an IMF triggered substorm that followed

∼40 min of IMF Bz∼−10 nT are shown in the third row of
Fig. 1. This is the second of the two events labeled SBz in
Fig. 2. The auroral brightening within the expected region of
the Harang reversal is first evident in the 0820:24 UT image.
The only significant difference from the images for typical sub-
storms is that the region of enhanced expansion-phase aurora
after onset spreads azimuthally to a maximum azimuthal cov-
erage of ∼6–7 hr of MLT, which is somewhat broader than for
the typical substorms. A similar IMF substorm, also labeled
SBz in Fig. 2, occurred at ∼0640 UT.

WIC images for a disturbance triggered by an enhancement
in Pdyn are shown in the bottom row of Fig. 1, which illus-
trate the first of our major surprises. Dayside imaging was not
particularly good for this event because of sunlight and limita-
tions in the algorithm for subtracting dayglow from the images.
However, some auroral brightening can be seen just to the day-
side of the dawn-dusk meridian in the 0415:09 and 0419:04 UT
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Fig. 2. [23]-mapped IMF By, Bz and Pdyn from ACE and
Geotail, and for 0–12 UT on 11 August 2000. Vertical dashed
lines identify events discussed in the text.

images. This is as expected from the magnetospheric compres-
sion caused by the pressure enhancement. However, simultan-
eously, there is a Harang region auroral brightening, which is
initially seen at 21–23 MLT in the 0415:09 UT image and then
expands azimuthally. The Harang region brightening looks es-
sentially the same as the auroral bulge for northward turning
substorms. This suggests that the pressure enhancement led to
formation of a substorm current wedge as well as to magneto-
spheric compression.

The WIC observations thus show evidence for both com-
pressive and substorm auroral enhancements for this Pdyn in-
crease event which occurred following prolonged strongly sou-
thward IMF. Furthermore, as the bulge-region aurora expands
azimuthally, it seems to merge with the compressive auroral
enhancement, particularly on the dusk side. This leads to an
unusually broad region of enhanced auroral emissions covering
10–14 hrs of MLT by 0421:17 to 0425:22 UT. Also, clear evid-
ence for current wedge formation within the nightside near-
Earth plasma sheet, and for its occurring together with global
magnetospheric compression, is seen in the geosynchronous
particle data for this event [10]. This event is identified as SP

in Fig. 2, and there were two other similar events during the
time interval shown that are identified in Fig. 2 and were con-
sidered along with other such events by [16].

The above events were all selected because they are quite
ideal in that there was either an IMF northward turning with
approximately steady Pdyn or an increase in Pdyn with ap-
proximately steady IMF Bz . However, it is far more common
for a solar wind change to simultaneously affect both Bz and
Pdyn. If increases in solar wind dynamic pressure and north-
ward turnings of the IMF can cause nightside substorm disturb-
ances, it makes sense that effects of changes in these quantities
should interact if both occur simultaneously. For example, it
would seem that an IMF northward turning accompanied by
an increase in Pdyn might lead to a stronger disturbance than
would an equal change in only one of the quantities. This idea
has not yet been evaluated.

However, the second significant surprise is that we have been
able to determine that there indeed is important interaction
between effects of IMF Bz changes and Pdyn changes under
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Fig. 3. Illustration in the equatorial plane of physics of formation
of the Harang reversal. Shaded regions identify the location of the
plasma sheet. (based on [5]).

strongly southward IMF conditions when Pdyn decreases (in-
creases) with a simultaneous northward (further southward)
turning of the IMF.

Three such events occurred on 11 August 2000 and are iden-
tified in Fig. 2 as “Null”. The first had an IMF northward turn-
ing from Bz <−10 nT and a simultaneous decrease in Pdyn.
The other two events had a further southward IMF turning and
an increase in Pdyn. The impacts of the Pdyn changes for these
events were clearly seen in the low-latitude H observations.
Based on the results from other events, we would expect that
the IMF northward turning for the first event and the P dyn in-
creases for the second two events would, by themselves, have
caused a significant, large-scale auroral disturbance. However,
the WIC images for these events (see [16]) clearly show that
such a disturbance did not occur for these events.

These results for the 11 August 2000 events suggest that
the effects of a decrease (increase) in Pdyn and a simultaneous
northward (further southward) turning of the IMF can nullify
each other, so that a large-scale disturbance, and in particular a
substorm response, does not occur.

3. Harang Reversal Physics

In order to understand how particle transport associated with
the Harang reversal offers an explanation for the types of inter-
planetary changes discussed above that do, and do not, trigger
substorms, it is necessary to first consider the formation of the
Harang reversal during the substorm growth phase. This is il-
lustrated in Fig. 3 and can be understood in terms of the equat-
orial continuity equation for flux tubes

∂

∂t
(nV) + (VE • ∇)(nV) = − B̂e • ∇P ×∇V

qBe

= − 2
qBi

j‖,i (1)

Here VE is the electric drift velocity, n is the plasma density,
V is flux tube volume, q is the electronic charge, j‖,i is the
upward field-aligned current density mapped to the ionosphere,
and Be and Bi are the equatorial and ionosphericfield strength,
respectively. The top portion of (1) is a re-written form of the
plasma sheet continuity equation obtained by [7] by integrating
the single species mass conservation equation over the volume
of a flux tube.
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The second term on the left-hand-side of (1) represents a
source term to the inner plasma sheet due to inward convection.
This leads to an increase in inner plasmasheet flux tube particle
content nV and plasma pressure after an increase in convec-
tion speed. However, as protons drift earthward, the increasing
magnetic drift deflects them toward the dusk side as illustrated
in Fig. 3. Thus the highest plasma pressure occurs on the dusk
side of the inner plasma sheet. Because of the finite width of
the tail, higher energy protons from the distant tail do not have
access to the dawn side plasma sheet, where such particles
must originate from the dawn side low-latitude boundary layer
(LLBL). The LLBL source for high-energy protons is far smal-
ler than is the source from the deep tail, and protons reaching
the dawn side have moved a smaller distance across the tail,
and thus gain less energy from the cross tail electric field than
do the particles that reach the dusk side. As a result, pressure
at the same radial distance on the dawn side will be less than
on the dusk side, giving a significant dawn-to-dusk gradient in
pressure within the inner plasma sheet.

Since the magnetic drift speed is proportional to pressure,
this azimuthal pressure gradient gives a divergence of proton
flux, which is also a divergence of cross tail current. This must
be balanced by upward field-aligned current from the iono-
sphere as given by the well-known relation between ∇P ×∇V
and j‖,i in (1). However, current continuity must also be main-
tained in the ionosphere. This requires the formation of electric
fields ∆E in the ionosphere that give Pedersen currents that
converge towards the region of upward field-aligned currents.
These converging electric fields add to the convection electric
field to give the reversal of the north-south electric fields that
forms the Harang reversal. They also map along field lines to
the equatorial plasma sheet as indicated by the ∆E vectors in
Fig. 3.

Equation (1) thus allows us to view the local change in nV
as a balance between a source due to earthward convection,
given by VE • ∇(nV), and a loss due to divergence driven by
magnetic drift. This balance provides a framework for under-
standing the evolution of the plasma sheet during the substorm
growth phase and near the onset of the substorm expansion
phase as described by [15]. During periods of weak convection,
plasma pressure and nV are low throughout the inner plasma
sheet and both the source and loss terms in (1) are low. An in-
crease in the strength of convection will increase the particle
source due to earthward convection, leading to the increase in
plasma pressure and nV that gives rise to the substorm growth
phase. This will slowly increase the loss term in (1) and simul-
taneously lead to the growth-phase intensification of the Har-
ang reversal. This increase will continue until either a steady
state is reached between sources and losses or the convection
strength is reduced so that the source term becomes smaller
than the loss term.

4. Steady Magnetospheric Convection Events

Note that a balance between source and loss terms can be
reached and allows for a stable plasma sheet configuration
without substorms during periods of enhanced convection [21,
22], as occurs during steady magnetospheric convection events
(SMCs). This occurs without the pressure inconsistency of [4]
because the loss term in (1) is the same divergence that gives a

Fig. 4. Equatorial proton pressure and PV5/3 at midnight MLT
from the model of [22].

divergence in the heat flux vector [7], causing a reduction in en-
tropy and thus PV 5/3 along drift paths. This reduction is seen
in the model results of [21, 22] where the energy-dependent
particle drift is included, as shown in Fig. 4 at the equator along
the midnight meridian. The pressure balance inconsistency is
based on conservation of PV 5/3 as particles electric field drift
earthward on the nightside, whereas the model results show
that the energy dependent magnetic drift cause PV 5/3 to de-
crease substantially along the midnight meridian. This gives
plasma pressures at geosynchronous orbit, for example, that
are more than a factor of four lower than would be if PV 5/3

were conserved along the midnight meridian.

5. IMF and Pdyn and Substorms

A reduction in the source term relative to the loss term in
(1) will lead to a loss rate that exceeds the source rate and give
(∂/∂t)(nV)< 0. This will lead to a reduction in nV , P, and
cross tail current as is necessary for current wedge formation
and the onset of the expansion phase of substorms. This pro-
cess is discussed in [15] and [13], where it is also addressed
how this substorm process leads to a non-linear enhancement
in the rate of current wedge formation and thus to the rapid de-
velopment of the substorm expansion phase. The source term
in (1) is proportional to VE , which equals E/Be, where E
is the electric field within the equatorial plasma sheet. On the
other hand the loss term in (1) is proportional to PV/Be, which
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varies as B0
e to B

−1/3
e [15], and is thus nearly independent

of E and Be. Therefore a significant reduction in VE within
the plasma sheet should lead to substorm onset, which can oc-
cur from a decrease in E or an increase in Be. IMF changes
modify E, and the magnetopause current changes resulting
from Pdyn changes modify Be, thus offering a plausible ex-
planation for why substorm onset can be caused by either an
IMF change that reduces E or a Pdyn increase. Note that the
same particle divergence gives rise to both the Harang reversal
during the substorm growth phase and the reduction in nV
when the strength of convection is reduced. Thus, following
a reduction in convection, the maximum rates of reduction of
nV should occur within the region of the equatorial mapping
of the Harang reversal, explaining why substorm onset is ob-
served within the Harang region.

Typical increases in B on the nightside in responses to in-
creases in Pdyn are ∼10 nT at synchronous orbit (e.g., [9]).
Such an increase most often is not significant compared to Be

in the inner plasma sheet (which, from the Earth’s dipole field
alone, is ∼100 nT at geosynchronous orbit). However, mod-
eling has shown that Be can become below 10 nT within the
r∼7–10 RE region of the inner plasma sheet following pro-
longed periods of enhanced convection [20, 22], and B e val-
ues below 10 nT have been observed within this region of the
plasma sheet prior to substorm onset [11,14]. Thus, an increase
in Pdyn can cause a significant increase in Be if it occurs fol-
lowing a period of strongly southward IMF, when B e is sub-
stantially reduced within the inner plasma sheet. However, it is
unlikely to do so under other situations. This is particularly im-
portant because increases in Pdyn have been observed to cause
an increase in the strength of convection [2,12], so that a large
relative increase in Be is necessary for an increase in Pdyn to
reduce E/Be and thus cause current wedge formation.

6. Null Events and Pseudo-Substorms

The above arguments also offer an explanation for the null
events, since it is a decrease in VE that leads to current wedge
formation. An IMF change leading to a reduction in E (such
as a northward turning) that occurs simultaneously with a de-
crease in Pdyn can cause a simultaneous decrease in E and
Be, which could leave VE unchanged or increased within the
inner plasma sheet. Similarly, an increase in Pdyn and a sim-
ultaneous IMF change that leads to an increase in E (such as
a further southward turning) could leave VE unchanged or in-
creased. In both cases, there would not be a decrease in VE , so
that current wedge formation would not be expected to occur.

This nullification phenomenon also suggests a plausible ex-
planation for pseudo-substorms where substorms initiate in a
manner that is indistinguishable from a full substorm, but the
expansion phase is terminated before full development (which
is often defined as before expansion-phase auroral activity ex-
pands poleward to the polar-cap boundary). If an IMF or P dyn

trigger occurs and is soon followed (in <∼10 min) by an IMF or
Pdyn change in the other direction (a nullifying change), then
at first the source term in (1) would be reduced and substorm
onset would proceed as it does following any other trigger. But
then the source term would be increased, thus terminating the
loss of particles necessary for further current wedge develop-

ment and thus ending the expansion phase development. Ex-
amples where this appears to have occurred are shown by [17].

7. Conclusions

We thus conclude that the physics of the particle transport
that leads to the Harang electric field reversal offers a potential
explanation for the IMF and Pdyn changes that do and do not
cause substorm onset, as well as for SMCs and pseudo-storms
as follows:

SMCs: The finite tail width together with the energy depend-
ent magnetic drift gives particle & energy flux divergence that
prevents excess build up of pressures. This allows for a stable
balance within the inner plasma sheet between the source from
inward convection and the loss from azimuthal magnetic drift.

IMF & strong south IMF Pdyn substorms: An IMF change
or increase in Pdyn decreases the inner plasma sheet source
from inward convection. It is necessary for Be to be consider-
ably lower than average for a Pdyn increase to trigger a sub-
storm, so that such triggering only occurs after a period of
strongly southward IMF.

Null events: Competing effects of an IMF or Pdyn trigger and
a simultaneous nullifying IMF or Pdyn change lead to an ap-
proximately unchanged or increased source term.

Pseudo-substorms: A nullifying IMF or Pdyn change enhan-
ces the inner plasma sheet source term after onset, terminating
substorm development before it becomes fully developed.
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Challenges of multi-spacecraft missions to end the
substorm controversy

R. L. McPherron and T.-S. Hsu

Abstract: Magnetospheric substorms are one of the most important phenomena that occur in the Earth’s magnetosphere.
Substorms are caused by magnetic reconnection between the interplanetary magnetic field and the Earth’s dipole field.
Reconnection on the dayside is usually followed within an hour by reconnection in the tail. Isolated substorms consist
of three phases: growth, expansion, and recovery. The process causing the onset of the expansion phase is not known.
One model postulates it is reconnection that occurs first at 22 Re down the tail. Pile up of reconnection flows in the
inner magnetosphere then causes the onset of the expansion phase. The other model postulates that some other process
first disrupts the tail current in the inner magnetosphere and this creates the onset. This process launches a rarefaction
wave down the tail that minutes later initiates reconnection. It has not been possible to identify the process causing
onset because there are insufficient spacecraft and ground observations to determine the time of onset and direction of
propagation. The Themis mission consisting of five spacecraft and numerous ground stations is designed to solve this
problem. However, there are questions concerning whether a sufficient number of “perfect substorms” will be observed
by Themis in its two-year lifetime. In this paper we estimate the probability of observing the “perfect substorm” and
determine how many such events are likely to be seen. Depending on the assumptions we make we obtain between one
and ten such substorms.

Key words: Magnetospheric Substorm, Expansion Onset, Themis Mission.

1. Introduction

The magnetospheric substorm is a sequence of processes in
the Earth’s magnetosphere during which energy is extracted
from the solar wind and deposited in the magnetosphere and
the ionosphere. Substorms are caused by the process of mag-
netic reconnection which allows two magnetic fields separated
by a current sheet to connect to each other. In the Earth’s mag-
netic field this happens when the interplanetary magnetic field
(IMF) turns southward antiparallel to the Earth’s dipole field
at the sub-solar point of the magnetopause. Dipole field lines
that were previously closed are opened and connected to the
IMF. The solar wind carries these field lines over the poles and
adds them to the lobes of the magnetic tail. Eventually these
open field lines reconnect at the center of the tail and return to
the dayside. If nightside reconnection did not occur all dayside
magnetic flux would eventually be removed.

An isolated substorm driven by a short interval of south-
ward IMF consists of three phases [8]: growth, expansion, and
recovery. The onset of the expansion phase is signaled by the
sudden brightening of the aurora around midnight near the e-
quatorward boundary of the auroral oval. Within 1-2 minutes
of this brightening, onset signatures consistent with magnetic
reconnection are seen in the tail. The question that has not been
answered is whether reconnection is the cause of the auroral
brightening or a consequence.

Presently there are two main theories for the cause of sub-
storm expansion onset. The first called the near-Earth neutral
line model [1] postulates that thinning of the plasma sheet dur-
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ing the growth phase creates conditions allowing tail reconnec-
tion. Jets of plasma produced by reconnection flow parallel to
the tail axis, one jet is Earthward carrying northward magnetic
field, and the other is tailward carrying southward magnetic
field. Within minutes after reconnection begins the Earthward
jet piles-up in the inner magnetosphere creating the substorm
current wedge that diverts tail current into the ionosphere as
well as other effects characteristic of the expansion phase [14].
The alternative view is that some other process originates in
the inner region and disrupts the tail current causing the cur-
rent wedge characteristic of the substorm expansion phase [5].
This current disruption process generates a rarefaction wave
that propagates down the tail initiating magnetic reconnection
some minutes after expansion onset [6, 15].

Despite many years of study it has not been possible to re-
solve this controversy. There are several reasons for this as
noted by [12]. First, the time for information to propagate be-
tween the two suggested regions of onset by either fast flows
or waves is of order 2-3 minutes. Second, the cadence of mod-
ern measurements is too slow and of the same order as the
time delays caused by propagation. Third, there are not a suffi-
cient number of spacecraft in the tail at any time to unambigu-
ously determine the direction or speed of propagation. As a
consequence the proponents of the two main models remained
fixed in their convictions and the controversy is unresolved.

2. The Themis Mission

To resolve the substorm controversy Dr. Vassilis Angelo-
poulos successfully proposed a NASA Midex mission that will
place five identical spacecraft in orbit to monitor substorms.
The spacecraft will be moved into three different orbits with
1-, 2-, and 4-day periods. The distance of apogee for these or-
bits will be ∼30, ∼20, and ∼10 Re. Since the reconnection
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site in the tail is most often initiated at ∼22 Re and the cur-
rent disruption region is located near 12 Re this arrangement
should bracket the region of space containing the two proposed
onset mechanisms. In addition one spacecraft will be located
in between the two sites to provide information about the dir-
ection of propagation of disturbances. This mission is named
Themis (Θεµις ) after the Greek god of justice who weights
the evidence and decides the truth of a hypothesis. In this case
the name is also an abbreviation for Time History of Events
and Macroscale Interactions during Substorms.

In addition to spacecraft the NASA mission includes ground
support from ten magnetometers located in high schools and
community colleges in the northern part of the United States.
Even more support is provided by Dr. Eric Donovan of the Uni-
versity of Calgary whose team will deploy 16 imagers across
Canada. Combined with imagers in Alaska the THEMIS ar-
ray has 20 ground-based observatories (GBOs). Each GBO in-
cludes a white light all sky camera and a host of support equip-
ment such as a computer, GPS antenna, and a satellite dish.

3. A Search for the Perfect Substorm
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Fig. 1. Ten year’s of cumulative distributions of 6-hour intervals
of the AE index sorted by median value of each cdf. About 20%
of all intervals are very quiet.

The primary objective of the Themis mission is to determine
where the substorm expansion is initiated. This will be accom-
plished by placing the five Themis spacecraft in orbits such that
all spacecraft are at apogee in the same meridian every four
days. As the Earth travels around the Sun this meridian passes
from dawn to dusk across the nightside allowing the spacecraft
to simultaneously observe different regions of the magnetotail.
Many substorms will be observed in the 3-4 months that the
meridian is close to midnight. Some of these substorms will be
so complex that it will not be possible to determine where or
when the expansion began so it is important to identify “perfect
substorms”. By definition a perfect substorm is characterized
by observations that unambiguously determine the location of

onset. In the following paragraphs we attempt to make an es-
timate of how many such events are likely to be encountered
each year.

For a substorm to occur it is essential that there be geomag-
netic activity in progress. We can estimate the probability of
some type of activity using 10 years of the AE index. Assum-
ing that the spacecraft are optimally aligned for six hour inter-
vals every four days we have calculated cumulative probability
distribution functions (cdfs) of AE for successive 6-hour inter-
vals. These cdfs were sorted in ascending order based on the
median of each distribution. We identify any interval with a
median below 60 nT and a ninth decile below 200 as geomag-
netically quiet times. The results are summarized in Figure 1.
They show that magnetic activity defined in this way occurs at
least 83% of the time. Thus the probability that Themis will
encounter geomagnetic activity on any pass is Pac = 0.85.

It has recently become evident that there are other forms
of geomagnetic activity besides substorms. Steady magneto-
spheric convection (SMC) [13] is by definition a disturbed in-
terval without substorms. The occurrence of SMC were stud-
ied statistically using the AE indices [7, 9] finding 2400 events
in 10 years . The average duration of these events was about
2 hours corresponding to a total of 4800 hours of SMC in 10
years. This is an overall occurrence rate of ∼5%, or ∼7% of
disturbed intervals. It has been suggested that this is an under-
estimate of SMC occurrence because this work did not include
highly disturbed intervals that may be SMC.

It is clear, however, that substorms occur much more fre-
quently than SMC. The waiting time distribution between on-
sets were determined by [2]. The upper panel of Figure 2 shows
this probability distribution function (pdf). The mode of the pdf
is 3 hours and the average time between onsets is 5.75 hours.
With this separation we would expect about 15,234 substorms
in ten years. If each substorm is about 4 hours long then sub-
storms are present about 70% of the time. As a fraction of dis-
turbed intervals this is about 84%. If instead we integrate this
distribution to obtain the cdf shown in the lower panel we find
that the probability of observing an onset in a 6-hour interval
is also 85%. Thus we take the probability of observing a sub-
storm during disturbed times to be Psub = 0.85.

One of the problems in substorm studies is the relatively
high probability that the substorm onset will be preceded by
a pseudo breakup. When a pseudo breakup occurs it is pos-
sible to question the association of phenomena in the tail with
phenomena elsewhere, for example an Earthward flow preced-
ing the main onset might be considered a consequence of the
earlier pseudo breakup. To be classified as a perfect substorm
the main onset should not be preceded by a pseudo breakup.

Both pseudo breakups and expansion onsets are associated
with bursts of Pi 2 pulsations [10, 11]. Because of this we can
use the occurrence of Pi 2 pulsations to assess the probability
that the main expansion onset is preceded by a pseudo breakup.
The results of such a study are shown in Figure 3. According
to this graph about 58% of all substorms have the main onset
associated with the first Pi 2 pulsation burst. Thus Pnopb =
0.58.

Another important consideration is the distribution of sub-
storm occurrence in local time. Since substorm onsets do not
occur on the dayside the probability of observing a substorm
at sometime in the year is clearly less than 1

2 . Most substorm
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Fig. 2. Top panel shows the probability distribution for the
waiting time between successive substorm expansion onsets
obtained by [2]. The bottom panel presents the cumulative
probability distribution obtained by integrating data in the top
panel. There is an 85% chance that a substorm expansion will
occur within a 6-hour interval.

onsets tend to occur just before midnight so the probability of
observing an onset at other local times is much reduced rel-
ative to that at midnight. The local time pattern of substorm
onset determined from Image satellite auroral images by [4] is
presented in Figure 4. The distribution is peaked at 23 hours
magnetic local time (mlt) and is zero throughout the dayside.
The median of the distribution occurs at 22.4 mlt. There is less
than 10% chance that a substorm will be seen before 21 mlt or
after 24:30. We can roughly approximate this distribution by a
uniform distribution of width four hours. In this case there is
zero probability of observing an onset outside this interval so
that the probability that Themis will observe a substorm onset
at some mlt is Psloc ≈ (4/24) = 0.166.

The probability of observing a substorm at conjunction is the
ratio of the time in conjunction to the time between conjunc-
tions or Pconj = 6/96 = 0.0625. The requirement of conjunction
significantly reduces the probability of observing a substorm.

Thus far we have tacitly assumed that all flows are in a me-
ridian plane. Numerical simulations suggest that this is not the
case. Observations also show that there can be significant east-
west components of the flow velocity. As a crude approxima-
tion we assume that there is only one chance in 3 that the flow
will be near the meridian plane of conjunction. If it is not in
this plane then one or more of the spacecraft will not observe
the flow and we do not obtain a perfect set of observations.
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Fig. 3. The probability that a given Pi 2 during a substorm will
correspond to the main onset of the expansion phase is plotted
versus the sequence number of the Pi 2 in a single substorm.

Thus we take Pflow ≈ 0.333.
The Themis mission will use ground observations with all

sky cameras and magnetometers to locate the magnetic local
time and magnetic latitude of expansion onset. A magnetic
field model will then be used to map this to the equatorial
plane to determine whether the spacecraft are aligned in the
same meridian as the onset. As shown by [3] it is likely that
field-aligned currents will distort the mapping from that given
by the model. As a consequence there is some possibility that
a substorm supposedly in the conjunction meridian is actually
located in another meridian. It is also possible that a substorm
observed to be in a different meridian actually maps to the con-
junction meridian. We do not know how to estimate the effect
of distortion of mapping on the probability of good observa-
tions. For the sake of argument we arbitrarily assume that the
mapping is correct 75% of the time, or that Pmap ≈ 0.75.

Determination of the onset meridian depends primarily on
all sky camera observations of the aurora. If the weather is
bad then it may not be possible to do this well, although it
is often possible to see a change in auroral luminosity through
thin layers of clouds. Magnetic modeling of ground magnetic
perturbations provides and alternative method for locating the
meridian of onset and Themis will have one of the densest col-
lections of stations in existence to do this modeling. Finally,
it should be recognized that not all equipment will be opera-
tional all the time. How the loss of one or more ground stations
affects the probability of observing a perfect substorm is dif-
ficult to estimate. Collectively all of these factors will reduce
the probability of observing the perfect substorm. We arbitrar-
ily set the net probability of these factors to 90% so that Poper
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Fig. 4. Probability of observing a substorm at a particular
magnetic local time [4].

≈ 0.9.
To estimate the total effect of all of the factors discussed

above we assume they are independent. Then the total prob-
ability of a perfect substorm is the product of the individual
probabilities. We thus have

PP = (Pact) ∗ (Psub) ∗ (Pconj) ∗ (Psloc) ∗ (Pnopb) ∗
(Pflow) ∗ (Pmap) ∗ (Poper)

Substituting values estimated gives

PP = (0.83) ∗ (0.85) ∗ (0.0625) ∗ (0.166) ∗ (0.58) ∗
(0.333) ∗ (0.75) ∗ (0.9) = 9.54 × 10−4

In one year we expect about 1525 substorms will occur. Mul-
tiplying by the aggregate probability we obtain a total of only
1.45 perfect substorms likely to be observed by Themis!

4. Discussion

Our estimate of the expected number of perfect substorms
likely to be observed by the Themis mission is very small,
only one per year. However, note that most of these factors are
poorly known and it is easy to obtain more optimistic results.
For example if we take into account the dwell of the spacecraft
at apogee we can double the number of hours of conjunction
to 12 hours. Also, our estimates of the probability of aligned
flows and mapping problems may be too pessimistic and we
can increase these probabilities. It may not be necessary to re-
ject all substorms preceded by a pseudo breakup increasing this
factor. Making less pessimistic assumptions we get 9.7 very
good substorms.

If pessimism is justified we can be certain that data obtained
during only one substorm will not convince the proponents
of either of the two substorm models. On the other hand ten
”perfect substorms” all displaying the same behavior should
be sufficient to convince most researchers that one of the mod-
els is correct. However, it seems more likely that Themis will
provide an unprecedented collection of new data that rather
than solve all the problems of substorm physics it is more likely

that Themis will reveal additional details concerning the com-
plexity of substorms.
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SuperDARN and IMAGE WIC observations during
intervals of steady magnetospheric convection

K.A. McWilliams, J.B. Pfeifer, R.L. McPherron, and H.U. Frey

Abstract: If steady magnetospheric convection (SMC) occurs when the magnetosphere is in a relatively steady state
of flux transfer, i.e., dayside and nightside reconnection is balanced, then signatures of magnetic reconnection that are
commen to the dayside magnetosphere may be observable on the nightside also. Magnetic reconnection on the dayside
produces relatively clear data signatures, such as reconnection-associated field-aligned currents (FACs), the reconnection
electric field and associated convection, and energy-dispersion of precipitating ions. The processes involved produce these
clear signatures, because the dayside magnetosphere is less distorted and there exists more direct connection to the solar
wind driver than the nightside magnetosphere. The more global scale convection and current patterns, such as the Region 1
and 2 FACs, develop when the dayside magnetosphere is controlled by a moderately steady solar wind driver for a longer
period. We present examples of energy-dispersed ions in the substorm sector during an interval of SMC, and we also
discuss inferred FAC patterns based on the combined auroral images and convection patterns.

Key words: steady magnetospheric convection, magnetosphere, field-aligned currents.

1. Introduction

In any physical system the characteristics of the stability of
that system is of fundamental importance to understanding the
system’s behaviour. The Earth’s magnetosphere is an open sys-
tem that is driven by its interaction with the solar wind. The dy-
namics of the magnetosphere is therefore a function of the up-
stream driver. The solar wind is not a steady, continuous stream
of plasma from the Sun, so the magnetosphere finds itself in a
highly variable space plasma environment. The variability of
the upstream driver results in variability of convection in the
magnetosphere, which is further complicated by internal pro-
cesses intrinsic to the magnetosphere itself that also affect its
dynamics. The result is a complex interaction between internal
and external processes.

Steady magnetospheric convection (SMC) [10] events are
intervals of enhanced convection without any classical sub-
storm signatures (see [12] and references therein). When the
magnetosphere is driven to this relatively steady state, there
is, effectively, a balance between the creation of open flux on
the dayside and the closure of flux on the nightside. Magneto-
spheric convection maps down to ionospheric altitudes, where
the plasma drift can be measured by SuperDARN [3]. Global
ionospheric convection maps are created by assimilating data
from all available SuperDARN radars, and these can be used
to quantify convection in the magnetosphere. Currents in the
magnetosphere and ionosphere induce ground magnetic per-
turbations, which are detected by networks of ground magne-
tometers. Magnetic activity indices, such as the auroral elec-
trojet (AE) index, quantify the activity of the magnetosphere,
and they are also one of the substorm indicators.
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2. SMC selection: Statistics

One of the more commonly used set of criteria for system-
atically selecting SMC intervals was presented by [11], and
this scheme included: requirements of the orientation of the
upstream IMF, enhanced convection determined using the AE
and AL indices, and no ground or in situ magnetotail substorm
signatures.

The criteria of [11] require extensive data collection and
analysis, which was not easily automated, so we have chosen
to use the use the more recent and entirely ground-based defin-
ition of SMC of [1], which is based solely on the behaviour of
the AE and AL indices. In the present study, SMC was deemed
to have occurred when the AE and AL indices satisfied the fol-
lowing criteria for a minimum of three hours: (a) AE index
values larger than 200 nT to ensure active conditions, and (b)
the AL index did not decrease at a rate faster than 25 nT per
minute to ensure no substorm onset. These criteria effectively
select the longer intervals of [1].

The number of events, as a function of months, for years
between 1990 and 2001 are presented in Fig. 1. The total num-
ber of SMC intervals in a year ranged from about 10 to 50.
The number of SMC events appears to depend on both the
solar cycle and the season. More events were detected near
solar maximum, as would be expected because of the more
active solar and geomagnetic conditions at these times. More
events were detected during the northern summer months. This
appears to be the result of the way that the AE and AL in-
dices are derived, as discussed by [6], rather than a geophysical
process. The AE and AL indices are determined using solely
northern hemisphere auroral region magnetometers, which re-
spond to changes in the northern auroral electrojet currents.
The magnitude of these currents depends strongly on the con-
ductivity of the ionosphere, which is affected in a large part
by the amount of sunlight impinging on the upper atmosphere.
During the northern summer months the conductivity in the
northern ionosphere is higher than during the northern winter
months. The higher conductivity produces larger currents and
therefore larger AE values during the summer months. If there
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Fig. 1. The number of SMC intervals selected for each month
during selected years between 1990 and 2001, inclusive.

were an analogous AE index in the southern hemisphere we
would expect to observe the opposite bias, with more events in
the winter months.

For the solar maximum years presented in Fig. 1, lowering
the minimum AE threshold from 200 nT to 80 nT resulted in
roughly 10-12 events detected during the winter months. Vary-
ing the AE threshold between 80 and 200 nT during the year
could reduce the northern summer bias.

3. SuperDARN global convection during SMC

SuperDARN global convection maps were produced for the
1999 and 2001 SMC events. (Note that for 2001 there are no
AE/AL data in November and December, so the apparent lack
of events is not a geophysical effect.) The northern hemisphere
convection maps were produced every two minutes, using all
available data. The polar cap potential difference ΦPC is dir-
ectly related to the strength of the ionospheric convection, so
we have used ΦPC averaged over the SMC interval to quantify
the magnetospheric convection for that interval. The mean Φ PC

values for each SMC event are presented in Fig. 2, plus or
minus one standard deviation. The greyscale indicates the num-
ber of data points in the SuperDARN convection maps, and this
value is obtained by averaging the number of points in a two-
minute map over the entire SMC interval. The yearly mean of
ΦPC is nearly 60 kV for both 1999 and 2001, but the mean
voltage appears to be lower in the summer than in the winter.
This is consistent with the seasonal dependence of SMC occur-

Fig. 2. The mean polar cap potential difference ΦPC , plus or
minus one standard deviation, for all SMC intervals in 1999 and
2001. The greyscale indicates the mean number of SuperDARN
velocity data points used to produce each map during each SMC
interval.

rence rate. During the northern winter months, when the con-
ductivity is reduced, stronger convection (and therefore higher
transpolar voltage) is required to produce larger currents to
achieve the AE>200 nT threshold.

It is interesting to note that during all SMC intervals when
global SuperDARN convection patterns were calculated, the
number of SuperDARN data points was relatively large. Some
maps included more than one thousand data points. This in-
creases confidence in the fitting techniques used to determine
the equipotential contours. We have yet to determine if this ex-
cellent data coverage is characteristic of SMC intervals, and
we intend to investigate this in more detail.

4. Case study: 2001/01/03, 02:57-06:46 UT

This case study, which occurred between 02:57 and 06:46
UT on 3 January 2001, was the first of the SMC events found
in 2001. At the SMC onset the AL index drops weakly in a
manner that is similar to a weak substorm, but the AL value
decreases at a rate less than 25 nT per minute, and so it sat-
isfies the SMC selection criteria. In contrast to a more typ-
ical substorm, the AE index remains high for nearly 4 hours.
This SMC interval has the appearance of a weak substorm with
a prolonged recovery phase. SuperDARN convection patterns
were available for the duration of the event, and IMAGE WIC
images [8] were available from prior to the onset until about
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05:30 UT.

4.1. IMF conditions
The IMF data for this case study are presented in Fig. 3.

A simple ballistic time delay from ACE was calculated to be
73 minutes, using a speed of 350 km s−1 and a distance of
240 RE . The lagged SMC interval is plotted as vertical dashed
lines. The IMF was relatively steady and moderate during this
SMC interval, but the high solar wind concentration of nearly
40 cm−3 shortly before onset and ∼20 cm−3 during the first
half of the SMC interval suggests this SMC occurred during a
magnetic cloud event. The values of the other solar wind para-
meters were less unusual. The IMF Bz component rotates from
-10 nT to +5 nT, as expected for a magnetic cloud.

Fig. 3. The IMF and solar wind data measured from 00-07 UT
on 03 January 2001.

4.2. Dayside convection driver
Energy dispersed cusp ions (not shown) were observed by

several of the DMSP satellites thoughout the duration of this
SMC interval. This provides strong evidence of continual open
flux loading on the dayside throughout the entire interval. Cusp
ions were measured over a very large range of magnetic local
times on the dayside, ∼7 hours of MLT, indicating that mer-
ging on the dayside was occurring over vast portions of the
frontside magnetopause prior to and during the SMC event.
The very extensive dayside reconnection footprint provides evid-
ence of substantial opening of flux on the dayside, which con-
tinually replenishes the open flux in the polar cap that is lost to

reconnection on the nightside, thereby maintaining a relatively
steady amount of open flux in the polar cap.

4.3. Nightside convection and aurora
Several examples of combined convection and aurora plots

from this event are presented in Fig. 4. These data were meas-
ured (a) near the onset of SMC, (b) approximately one hour
after the SMC onset, and (c) 3.5 hours after SMC onset, when
the double oval had fully developed. These particular images
were selected because they coincided with DMSP passes near
local midnight. The corresponding DMSP particle spectrograms
are presented in Fig. 5.

The flow out of the polar cap shortly after the SMC onset oc-
curred between 21 and 23 MLT in the region of bright aurora,
as show in Fig. 4(a). The flow had a zonal component towards
earlier local times. The DMSP F15 spacecraft traversed the
midnight auroral zone in the southern hemisphere, and the con-
jugate footprint in the northern hemisphere crossed the east-
ern end of the bright aurora near midnight. DMSP F15 en-
countered auroral precipitation between 03:18 and 03:22 UT.
Energy dispersed ions were first encountered near the pole-
ward edge of the bright aurora (see Fig. 5(a)). The low-energy
cutoff exhibits an energy dispersion with lower cutoff ener-
gies observed at lower latitudes. This energy dispersion was
observed over several degrees of magnetic latitude, over dis-
tances at least as large as the latitudinal width of the auroral
oval.

Nearly an hour after the start of the SMC interval (Fig. 4(b)),
the double oval is not yet fully developed, but there exists
a marked difference in luminosity between the poleward and
equatorward regions of the auroral oval, with the poleward
portion being significantly brighter. The bright poleward au-
rora occurred near the premidnight convection reversal bound-
ary, as expected for a region of downward FAC and therefore
diverging electric field. DMSP F12, whose magnetically con-
jugate trajectory is presented in Fig. 4(b), began to measure
ion flux near the poleward edge of the bright northern aurora
(Fig. 5(b)), but the more obvious energy dispersion did not be-
gin until roughly 03:52 UT. The minimum ion cutoff energy
decreased with decreasing magnetic latitude, as before.

The double oval, a common feature of SMC and of the sub-
storm recovery phase (e.g., see [4]), is now fully developed,
as evident in Fig. 4(c). The auroral images at this time suffer
from significant distortion in the postmidnight sector, because
of the oblique viewing angle of IMAGE WIC. DMSP F12 per-
formed a skimming orbit of the auroral region (in the southern
hemisphere), so it is difficult to determine with great precision
where the ion energy dispersion began in Fig. 5(c). There was
a strong flux of ions that coincided with the equatorward oval,
and the energy dispersion becomes evident from near the pole-
ward edge of the equatorward oval. The region of convection
out of the polar cap has shifted slightly toward midnight. It is
important to note that the IMF orientation has begun to change
around this time.

5. Discussion

Smaller scale (of the order of ∼100 km or less) energy dis-
persion features in the precipitating particles in the substorm
sector have been examined (e.g., [5]), but we are considering
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Fig. 4. The (a) 03:20:12 UT, (b) 03:52:57, and (c) 05:35:14 UT IMAGE WIC auroral image, overlaid with the corresponding two-minute
SuperDARN convection velocities. DMSP trajectories in the substorm sector are indicated with the black line, with crosses denoting
specific times along the trajectory, as listed.

Fig. 5. The DMSP electron and ion particle spectrograms from the nightside passes, which correspond to the panels in Fig. 4. The
location of the spacecraft are indicated in Fig. 4.
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here the global magnetosphere response during SMC and we
are concentrating on energy-dispersed ions that extended over
several degrees of magnetic latitude. These large-scale ion en-
ergy features have been presented in previous studies, but they
have not been noted. For example [9] presented FAST particle
observations during substorm aurora, and the particles exhib-
ited a clear energy dispersion with a low-energy cutoff. The
highest cutoff energies were observed near the poleward edge
of the auroral oval, and the cutoff energy decreased as the
spacecraft moved equatorward. These observations are very
consistent with our SMC nightside ions, and we propose a
simple nightside velocity filter effect picture, analogous and
consistent with dayside models, that could explain the large-
scale signatures that we observed during SMC.

Models of dayside convection and FACs, and their depend-
ence on IMF By , were presented by [2]. We have adapted their
dayside convection and FAC diagram to the nightside, assum-
ing that the magnetosphere could reach some equilibrium con-
vection state, which is what we believe SMC approaches. The
top panel in Fig. 6 most closely approximates our observations
in the 03 January 2001 case study. In general, the SuperDARN
convection pattern revealed flows out of the polar cap that were
tilted towards earlier local times during most of the SMC inter-
val. The fitted convection patterns did not exhibit such a pro-
nounced Harang Discontinuity as this simplified model, and
this may or may not be due to data coverage and quality in the
fitted equipotential contours in the dawn convection cell. The
configuration of the tail magnetic field is also highly complex,
which will lead to deviations from this simple picture of the
footprint of magnetospheric convection.

Fig. 6. A proposed pattern of nightside convection and FACs
during SMC. The dashed line indicates the approximate expected
location of the polar cap boundary.

The direction of the FACs in Fig. 6 are predicted primarily
based on the proposed convection pattern. The vorticity of the
plasma convection is an indicator of the general direction of
FAC flow [13]. In the northern hemisphere, downward vorticity
(including both vortical and shear flow) corresponds to upward
FAC, and vice versa. The recorded development of the double

oval is consistent the top panel in Fig. 6. It is important to
note that the very clear double oval, with two large and distinct
bands of aurora, was observed at local times earlier than ∼02
MLT. When compared with Fig. 6(a), one can see that there are
two upward FAC bands that flank a downward FAC band. This
is only a very simple comparison for an idealized situation.
In reality, the bright aurora also indicates regions of enhanced
conductivity and conductivity gradients, which modify and re-
fine the estimated FAC distributions.

The dashed line in Fig. 6 represents the open-closed field
line boundary, and this is also consistent with DMSP particle
spectrograms. The most energetic energy-dispersed ions ap-
peared in the vicinity of the poleward FAC band, near the polar
cap boundary, and the ions exhibited decreasing energy with
decreasing latitude, as expected. One would expect that the
most recently reconnected flux tubes would have precipitating
ions with the highest minimum energy, with ever decreasing
minimum energies observed as the flux tubes convect out of
the polar cap.

5.1. Preferred Dayside Merging Site
Why might one expect convection to be directed towards

the premidnight sector? One must consider the accumulation
of open flux in the magnetotail, as controlled by the IMF ori-
entation. In the event presented, when there were both auroral
images and convection maps, the magnitudes of the three IMF
components were comparable (see Fig. 3), with Bz < 0, By >
0, and Bx < 0.

Preferred magnetopause merging sites for positive IMF By

are expected at high latitudes – a prenoon southern hemisphere
region and a postnoon northern hemisphere region. The pres-
ence of a strongly negative IMF Bx would tend to favour the
southern prenoon site, which is the case shown in Fig. 7. Fig. 7
is an idealized artistic rendering of the frontside magnetopause,
adapted from [14]. An IMF line (“1”) with negative B z and

Fig. 7. Evolution of magnetic field lines following reconnection
at a southern prenoon high-latitude site. Figure modified from
the original version of [14] The numbers indicate the temporal
evolution of the flux tube following reconnection, with the primed
numbers mapping to the northern hemisphere and the unprimed
numbers mapping to the southern hemisphere.

positive By approaches the geomagnetic field. Following re-
connection the flux tubes convect away from the reconnection
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site, and the subsequent positions of the flux tube are denoted
by the numbers, with the “primed” flux tubes mapping into the
northern ionosphere and the “unprimed” flux tubes mapping to
the southern.

This gives rise to southern hemisphere prenoon flux tubes
convecting towards the postnoon magnetotail in the southern
hemisphere and the prenoon magnetotail in the northern hemi-
sphere, under the influence of the positive IMF By compon-
ent. This asymmetric accumulation of open flux in magnetotail
would be expected to give rise to asymmetric convection pat-
terns in the ionosphere. The accumulation of more flux in the
northern postmidnight tail would lead to the convection in the
northern hemisphere towards earlier local times following re-
connection. We would expect the opposite to be true for the
southern hemisphere, and preliminary analysis of the southern
hemisphere SuperDARN data (not shown) support this hypo-
thesis, with convection out of the southern polar cap directed
towards later local times.

6. Summary and conclusions

The particle, aurora and convection observations were all
consistent with the model of ionospheric convection and FACs
presented in Fig. 6(a). Because SMC intervals are believed to
approach as steady a state as one might expect of magneto-
spheric convection, we believe that SMC intervals are ideal to
deduce properties of the magnetospheric state towards which
the magnetosphere tends regardless of whether it is driven in a
steady or irregular manner.

We identified SMC intervals with a minimum duration of
three hours using the criteria of [1]. The occurrence statist-
ics displayed a seasonal and solar cycle dependence, such that
more active and more sunlight times had more SMC intervals.
The strength of the ionospheric convection, quantified using
ΦPC , also displayed a seasonal dependence consistent with
the SMC occurrence rates, such that stronger convection was
required during the dark northern winter to achieve the same
auroral electrojet currents as in the sunlit northern summer
months.

SuperDARN had very good data coverage in the premid-
night and midnight sector during our case study of 03 Janu-
ary 2001. The flow out of the polar cap was observed in the
premidnight sector for the majority of the interval, and the flow
was directed towards earlier local times coming out of the po-
lar cap. This is believed to be consistent with the asymmetric
accumulation of open flux in the tail lobes as a result of day-
side occurring at a prenoon, high-latitude southern hemisphere
merging site.

The IMAGE WIC images showed the development of a double
auroral oval during the SMC case study. This is consistent with
two bands of upward FAC poleward and equatorward of a band
of downward FAC. The vorticity of the SuperDARN convec-
tion patterns, which is an estimator of FAC direction, was con-
sistent with the regions of bright aurora.

Several DMSP passes through the midnight sector showed
clear energy dispersion of precipitating ions, consistent with
the velocity filter effect on recently reconnected field lines.
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EL — a possible indicator to monitor the magnetic
field stretching at global scale during substorm
expansive phase: case study

M. Meurant, C. Blockx, E. Spanswick, E.F. Donovan, B. Hubert, J.-C. Gérard, T.S.
Trondsen, and M. Connors

Abstract: The Ion Isotropy Boundary (IB) is known to correlate well with the magnetic field inclination at geosynchronous
orbit around 00 MLT and therefore provides a way to monitor the magnetotail stretching. Several ways to identify IB
have been developed in the literature. Based on in situ spacecraft data, Sergeev and Gvozdevsky [12] have defined
the IB position using NOAA data and Newell et al. [10] defined a comparable boundary (the b2i boundary) based on
Defense Meteorological Satellite Program (DMSP) data. From the ground, Donovan et al. [3] used Meridian Scanning
Photometers (MSP) to determine the ”optical b2i” and Jayachandran et al. [6] demonstrated the coincidence of the b2i
and the equatorward boundary of the SuperDARN evening sector E-region scatter. To complement these methods, an
IB determination on a wide range of Magnetic Local Time (MLT) with a high temporal resolution is useful. To do this,
Trondsen et al. [13] use IMAGE-FUV-SI12 imager to monitor IB by simultaneous comparison with MSP data during a 7
day period. Recently, Blockx et al., [1] have shown the potential of SI12 data for monitoring the magnetotail stretching
during quiet periods. In this study, we focus our attention on the ability of SI12 to provide information on tail stretching
during active periods and more specifically during the substorm expansive phase. Because of the dynamic character of
expansive phases and mechanisms acting between the plasma sources and ionosphere during this phase, deduceing IB
position from auroral optical data is likely impossible. In order to avoid confusion between the physical meaning of IB
and its role as a stretching indicator, we validate a stretching determination method using the EL indicator (determined by
the Donovan’s algorithm applied on SI12 data) instead of IB. For this validation, we use more than 250 isolated substorms
observed by IMAGE-SI12 between 2000 and 2002. Simultaneous comparison with GOES-8 and DMSP data allows us to
estimate how strong is the relation between the EL position deduced from SI12 and the magnetic field stretching. Time
evolutions of the EL position are also presented for different local times during individual events.

Key words: IMAGE, SI12, Substroms, Global Scale, Isotropic Boundary, Equatorial Limit.

1. Introduction

The ion Isotropy Boundary (IB) is known to correlate well
with the magnetic field inclination at geosynchronous orbit
around the 00 MLT sector, and therefore provide a way to
monitor the magnetotail stretching. The IB is a field-aligned
surface which separate the region of the magnetosphere where
protons bounce between mirror points (adiabatic behavior) and
the region where the pitch angle scattering is effective enough
to keep the down-going loss cone full (non-adiabatic beha-
vior) [12]. The latitude of this boundary depends on the en-
ergy of the particles, with the lower latitudes associated with
the highest energies. Consequently to the definition of IB, the
main fraction of ion precipitations occurs poleward of the IB
and essentially no precipitation exists equatorward of the IB
(corresponding to the adiabatic motion of ions).
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Several ways to identify the IB have been developed in the
literature. Based on data obtained by the NOAA spacecraft,
Sergeev and Gvozdevsky [12] defined it as the location where
the ratio of precipitating to trapped flux dropped below 1 when
the spacecraft moves equatorward. Using DMSP measurements,
Newell et al. [10] defined the b2i boundary as the position of
the maximum total ion energy flux recorded by the satellite
when it crosses the auroral oval. Newell et al. [11] showed a
close association between the IB of 30 keV protons detected
with NOAA satellites and the b2i boundary. Based on MSP
measurements, Donovan et al. [3] developed an algorithm to
infer the b2i from latitudinal Hβ (486.1 nm) profiles and demon-
strated a strong correlation between the b2i boundary and this
’optical b2i’. The ability of the SI12 imager onboard the IM-
AGE spacecraft to monitor magnetospheric stretching was sug-
gested by Trondsen et al. [13]. Using Donovan’s algorithm ap-
plied on 916 boundary determinations obtained simultaneously
by MSP and the SI12 imager, they find a correlation coeffi-
cient of 0.65 suggesting a reasonably well correlated data set.
This result opens the possibility of monitoring the b2i across
all local times at the cadence of the IMAGE data, i.e. one im-
age every two minutes. The ability of SI12 to monitor the mag-
netospheric stretching was recently confirmed by Blockx et al.
[1] during quiet periods. Instead to propose an IB determin-
ation from the SI12 data, Blockx et al. use the MAX-SI12
and MLAT-MAX-SI12 (the maximum intensity of SI12 at each
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local time and its magnetic latitude respectively) as an indic-
ator of the stretching rate. They present the relation between
the IB determined by NOAA and DMSP and the latitude of
the maximum proton precipitation observed by SI12. The links
between SI12 data (MAX-SI12 and MLAT-MAX-SI12) and
the magnetic field distortion was established by comparison
GOES-8 data.

These different ways (in situ - NOAA and DMSP - ground
based - MSP - and remote sensing - SI12 - measurements) to
determine the IB have their own positive and negative aspects.
In situ spacecraft provide a high spatial resolution of the IB
identification at each transit across the oval, i.e. usually with
a period of roughly one hour. This time scale is relevant to
study certain processes such as magnetic storms but too large
for monitoring the tail stretching during minutes around sub-
storm onset, even if the oval is crossed around the onset me-
ridian, which may not necessarily happen. The high spatial res-
olution allows however an understanding of injection mechan-
isms thanks to spectrometric measurements. The MSP allows
a continuous monitoring using multiple magnetic local times
but is subsect to the variation of the atmospheric optical thick-
ness. Finally, monitoring by a remote sensing camera, as the
SI12 imager, provides a global covering of the entire auroral
region with an appropriate time resolution and with a spatial
resolution of 100 km. All these types of measurements are
complementary to combine global view and high spatial and
time resolution.

During active periods like substorm expansive phase, dif-
ferent mechanisms at the origin of particle precipitation into
the ionosphere play a more important role than during quiet
periods. These different mechanisms may be fresh particles
with isotropic pitch angle distribution, electric fields diffusing
particles into the loss cone or a magnetic reconfiguration [8].
Because of the more important role of these possible mechan-
isms of precipitation during substorms, we cannot claim that
the limit deduced from optical data also separates the region
where protons have an adiabatic motion from the region where
protons present a non-adiabatic motion due to the pitch angle
scattering caused by the field line stretching. In order to avoid
confusion about the physical meaning of the limit, we will
consider the Equatorial Limit (EL) instead of the IB. In this
study, we determine if the time evolution of the EL during the
substorm expansive phase may be an indicator of magnetotail
stretching and we present the evolution of EL during three sub-
storms to illustrate the possibilities of EL as a stretching indic-
ator.

2. Data

2.1. IMAGE
The FUV instrument [7] onboard the IMAGE satellite [2]

provides three simultaneous snapshot with approximately the
same field of view of the auroral region with a 2 min time res-
olution. The SI12 camera is sensitive to the Doppler-shifted
Lyman-α auroral emission and provides images of the entire
polar cap. The two other snapshots image the pattern of elec-
tron induced emissions in the 140 - 180 nm band (WIC) and
in a 5-nm region centered on the OI line at 135.6 nm (SI13).
Substorm events used for this study are selected on the basis
of the list given by Frey et al.[4]. We only consider ”isolated

events” and defined them as an event separate from the previ-
ous and the next one by at least two hours. The procedure of
data selection is extensively developed in Meurant et al. [9].
Restrictions applied to the initial list decrease the number of
events from 2437 to 262 events.

The equatorial limit (EL) is deduced from SI12 data using
Donovan’s algorithm. The process starts with the subtraction
of the small background present in SI12 data [5]. In a second
step, Donovan’s algorithm is applied and consists of a gaussian
fit of the longitudinal profile and a determination of the limit at
1.4 σ equatorward of the gaussian fit’s maximum. More details
concerning the method are provided in [9].
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Fig. 1. SI12 data displayed in keogram (2002 048 at 0621UT, i.e.
4 minutes after onset). The solid line represents the EL position
determined by the Donovan’s algorithm. The grey scale represents
the intensity recorded by the SI12 instrument for the MLT-MLAT
location.

2.2. GOES-8
The GOES-8 satellite is a geosynchronous spacecraft. It car-

ries a magnetometer providing continuous measurements of
the Earth’s magnetic field. These magnetic data are used to
monitor the magnetic field stretching via the elevation angle.
This elevation angle is deduced from Be ( the magnetic field
parallel to the satellite-Earth center line and points earthward)
and Bp (the magnetic field parallel to the satellite spin axis,
perpendicular to the satellite’s orbital plane) with the relation
El = arctan(Bp/Be)

2.3. DMSP
Spectrograms recorded by the SSJ/4 detectors on board the

DMSP spacecraft make it possible to identify several bound-
aries like the b2i boundary, which is a good proxy of the IB
[11]. As developed in [9], in order to evaluate the difference
between the EL position determined with SI12 data and b2i
positions determined by DMSP crossing, we have selected 304
DMSP crossings in the 20 - 04 MLT sector in the -90 min to
+90 min period around onset. Each of these crossings provides
the MLAT and MLT of each b2i determination. Because of the
DMSP orbit configuration, all these 304 crossing are confined
to the 20 - 21.6 MLT sector.
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3. Validation

In order to evaluate how strong is the relation between the
position of EL and the magnetospheric stretching, we present
here two comparisons. For the first comparison, we use simul-
taneous measurements obtained from GOES-8 and SI12. Fig-
ure 2a represents the pattern of the 1313 simultaneous meas-
urements. In order to make it easier to read, Figure 2b re-
produces the cloud of Figure 2a by squares representing the
mean value of each two degree bins and bars indicating a one
sigma deviation. The linear regression using the entire sample
is represented by the thick solid line and could be compared
to results provided by [12] (thin solid line) and the method de-
veloped in [1] applied to our sample (dashed line). A shift of
one degree between [12] and [1] was already discussed in [1].
However, we observe a larger shift (2 ◦) due to a larger width
of the oval than during quiet periods investigated in [1]. These
results are also very close to those obtained by Sergeev and
Gvozdevsky [12], both for absolute values and the slope.
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Fig. 2. a) Scatter plot of 1313 elevation angles deduced from
GOES-8 measurements in the 21-03 MLT sector vs the magnetic
latitude of EL deduced from SI12 data at the same MLT. These
measurements are recorded by GOES-8 during the 20 minutes
following the onset. Squares represent the mean value of the
MLAT of EL for bins of an arbitrary width of two degree of
the elevation angle. b) The average values obtained with two
degree bins are reproduced for the comparison with error bars
representing a 1σ deviation. The solid line represents the linear
regression of the entire sample presented in a). For comparison,
the solid-dashed line represents the regression obtained in [12]
and the dashed line was obtained by the method developed in [1]
and applied to our data set.

In the second comparison, we use b2i boundaries determ-
ined by the DMSP spacecraft. This boundary is considered as
a good proxy of IB and therefore as a good indicator of the
tail stretching. Figure 3 represents the comparison of EL and
b2i positions obtained at the same location and the same time.

Typically, the b2i boundary is located ∼1◦ poleward of the EL
position and about 72% of the points are within a +/- 1.5 ◦ in-
terval.
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Fig. 3. Scatter plot of b2i obtained by DMSP and EL deduced
from SI12 data at the DMSP MLT.

These comparisons indicate that the EL position is depend-
ent on the tail stretching and consistent with previous studies
[12] [1]. Based on this indicator, Meurant et al. [9] describe
the statistical pattern of the time evolution of the EL position
during the expansive phase. For this study, we will consider the
case study aspect by the description of three individual cases.

4. Case Study

4.1. First case
The first substorm studied in this paper occured on Septem-

ber 29, 2001, and the onset was observed at 0854UT. The po-
sition of the EL deduced from SI12 data are plotted in Figure
4a and elevation angles at the same time and at the same MLT
deduced from GOES-8 data are plotted in Figure 4b. The on-
set was observed at 01.05 MLT, i.e. roughly 3 MLT duskward
of the GOES-8 position at onset time. The dipolarisation con-
secutive to onset is observed by GOES-8 ∼ 5 minutes after
the onset identification by IMAGE/FUV. By comparison, the
EL position starts a poleward motion ∼ 8 minutes after the
onset identification. This time delay of three minutes can be
interpreted as the reaction time between the modification of
the magnetic field topology and the consequences on the iono-
spheric precipitations.

4.2. Second Case
This second substorm occurred on April 02, 2002 at 05:06

UT (Figure 5). The GOES-8 spacecraft was located ∼ 2 hours
dawnward of the onset position. The dipolarisation is observed
by GOES-8∼6 minutes after the onset identification and presents
a sharp increase of the elevation angle. The corresponding pole-
ward motion of the EL position is observed ∼ 2 minutes after
the magnetic field reconfiguration. The evolution of the EL po-
sition doesn’t present the sharp variation of the GOES-8 data.
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Fig. 4. a) EL position deduced from SI12 data at different MLT
or UT during the event of Sept. 29, 2001. Dotted line is for real
positions of EL and the solid line for a polynomial fit based on
the dotted line. The vertical dashed line represent the time of the
onset (08:54 UT) observation at the MLT indicated in panel b).
b) MLT / time evolution of the elevation angle deduced from
GOES-8 measurements.
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Fig. 5. Same caption as Figure 4 for the Apr. 02, 2002 event.
Onset is observed at 05:06 UT.

4.3. Third case
The third substorm occurred on June 13, 2002 at 03:03 UT

(Figure 6). The GOES-8 spacecraft was located less than 1
MLT dawnward to the onset position (0.82 MLT). A slight
stretching is observed in GOES-8 data before the dipolarisa-
tion. The dipolarisation is observed 6 minutes after the onset
identification and presents a very sharp increase of the eleva-
tion angle. By comparison, the evolution of the EL position at
the GOES-8 MLT is more smooth than the GOES-8 observa-
tions but presents the same trends.

5. Discussion and conclusion

The determination of the magnetic field reconfiguration dur-
ing substorm expansive phase is very challenging because of
the large scale of the volume of interest and short periods of
time of these mechanisms. Since the direct observation of such
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Fig. 6. Same caption as Figure 4 for the June 13, 2002 event.
Onset is observed at 03:03 UT.

a topology and its observation is impossible, the most con-
venient ways are modelling and deduction from available data.
Data obtained in the auroral region are very interesting to in-
vestigate for this purpose since auroral precipitations are the
reflect of magnetospheric processes. In this study, we address
the question of the monitoring of the magnetospheric stretch-
ing by using optical data recorded by IMAGE/FUV/SI12 in
which we apply Donovan’s algorithm. These data are relevant
for this purpose since they cover large regions and they are ob-
tained at the rate of one image each two minutes. Donovan’s
algorithm was initially developed to infer a proxy of the Iso-
tropic Boundary. However, we have no evidence allowing to
say that the boundary provided by this algorithm during active
periods is the footprint of the surface separating the magneto-
spheric region where proton presents an adiabatic motion to the
region where their motion is non-adiabatic. For this region and
because the IB is typically located close to the oval’s equator-
ward boundary, we consider the Equatorial Limit (EL) in this
study.

By comparison with GOES-8 data for 1313 simultaneous
measurements during the 20 minutes following onset, the EL
position presents a dependence close to those observed in [12]
for the isotropic boundary. This relation between the EL posi-
tion and the magnetic field stretching is confirmed by the com-
parison with b2i boundaries determined by the DMSP space-
craft. It appears that the EL is located one degree equatorward
of the equivalent b2i boundary.

In the second part of this study, we apply Donovan’s al-
gorithm to data obtained during three substorms events and
compare the results to elevation angles deduced from GOES-8
data. These comparisons show that the trend of GOES-8 ob-
servations are reproduced by the time evolution of the EL po-
sition. These similarities give us confidence on the ability to
monitor magnetotail stretching thanks to Donovan’s algorithm
applied to optical global scale data such as SI12 data. Point-
ing problems affecting SI12 data make the polynomial fit ne-
cessary. This step affects the time resolution of information
provided by the EL position. Beyond this technical problem,
EL appears to be an interesting indicator of the magnetospheric
stretching, which opens the door to global surveying of the tail
stretching during active periods.
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Magnetic flux transport in the Dungey cycle: the
role of substorms in flux closure

S. E. Milan, G. Provan, and B. Hubert

Abstract: We investigate the dayside and nightside magnetic reconnection rates that drive the Dungey convection
cycle in the magnetosphere, focusing on the contribution of substorms to the flux closure process. We find a good
correspondence between substorms and episodes of nightside reconnection; the average amount of open flux closed is 0.3
GWb, which represents almost 50% of the 0.65 GWb that is typically present at substorm onset. Although conventional
wisdom suggests that magnetospheric convection is in the main driven by tail reconnection occuring at a distant X-line
independently of substorms, we find no clear signatures of reconnection during non-substorm intervals. This suggests that
(almost) all of flux closure in the Dungey cycle occurs at a near-Earth X-line during substorms.

Key words: Substorms, Magnetic reconnection, Dungey cycle, Flux transport.

1. Introduction

The last few years have seen an increasing use of the tech-
nique of measuring changes in the size of the polar cap to es-
timate dayside and nightside reconnection rates (e.g. [15, 9,
10, 13, 11, 12, 7]). These reconnection rates control the rate
of flux transport within the Dungey cycle ([2] and [3]), the
driver for the majority of magnetospheric dynamic phenom-
ena. When the day- and nightside reconnection rates are un-
balanced the open flux content of the magnetosphere waxes
and wanes as described by the expanding/contracting polar cap
paradigm (ECPC), as proposed by e.g. [16] and [1]. This pa-
per examines the role of substorms in the closure of open flux
within the Dungey cycle.

A summary of nightside reconnection rates observed dur-
ing substorms was recently presented by [14]. These results
indicated that while the duration and rate of reconnection was
highly variable between substorms, often 0.3 GWb of open
flux was closed, representing approximately a half of the open
flux in the magnetosphere at onset. Substorms, then, play an
extremely important role in flux closure in the Dungey cycle,
as predicted by [8]. This brief report presents an extended set
of results, and comments on changes in the open flux content
of the magnetosphere during substorms.

2. Observations and discussion

Changes in the open flux contained within the polar cap
are found from auroral images taken from space, SuperDARN
radar [5] observations, and measurements of precipitating part-
icles by low-Earth polar orbiting spacecraft, as described in
detail by [13]. Results of a 12-hour observing period on 26
August 1998 are shown in Figure 1 (also investigated in detail
by [11]). Panel (a) shows the variation in open flux, FPC , de-
termined using these techniques (thick grey curve) between 00
and 12 UT, the period that auroral images were available. FPC
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varies between 0.2 and 0.9 GWb in this interval, increases be-
ing due to the opening of flux at the magnetopause by low latit-
ude reconnection when the interplanetary magnetic field (IMF)
is directed southwards, and decreases due to reconnection in
the tail mainly during substorm activity. Thus, the change in
FPC can be described as a competition between the dayside
and nightside rates of reconnection, ΦD and ΦN :

dFPC

dt
= ΦD − ΦN . (1)

Changes in FPC do not allow unambiguous measurements
of ΦD and ΦN , but only the difference between them. To re-
move this ambiguity, measurements of the ionospheric convec-
tion flow are necessary, as described by [13] and [7]. How-
ever, an approximate disentanglement of the contributions of
ΦD and ΦN to dFPC/dt can be found if ΦD is assumed to
be proportional to the Y-component of the solar wind motional
electric field VSW BS , where VSW is the solar wind speed and
BS is the southward component of the IMF, as described by
e.g. [9]. For reference, IMF Bz measured by ACE and lagged
to the magnetopause is presented in panel (d). Assuming an ef-
fective dayside X-line length Leff ≈ 5RE allows the dayside
reconnection rate to be written

ΦD = LeffVSW BS (2)

which is indicated by the solid curve in panel (e). This time
series of ΦD has been used in conjunction with Eq. 1 to find the
expected variation in FPC with time, assuming in the first in-
stance that no nightside reconnection takes place, that is ΦN =
0, and this is shown by the dotted line in panel (a). Although
the observed and predicted curves do not match, the rate of in-
crease of FPC is well-captured by the predictions during peri-
ods of southward IMF. Discrepancies between the predicted
and observed curves is then due to the occurrence of nightside
reconnection. We consider this nightside reconnection to occur
in specific episodes (4 in the present interval) which are each
associated with uniform ΦN for the duration of the event. We
have chosen the start and end of each reconnection burst, and
the rate of reconnection during the burst, to achieve as good a
fit as possible between predicted FPC (Eq. 1), shown by the
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black curve in panel (a), and the observations. The occurrence
of these bursts and their associated ΦN is shown by grey rect-
angles in panel (e).

Fig. 1. (a) The observed open flux in the northern polar cap
(grey curve) for a 12-hour period on 26 August 1998, along with
modelled variations (dotted and solid curves, see text for details).
(b) Maximum auroral brightness in the nightside sector. (c) AL
and AU auroral indices. (d) IMF Bz measured by the ACE
spacecraft and lagged to the magnetopause. (e) Estimated dayside
(solid curve) and nightside (grey rectangles) reconnection rates.
(f) Estimated transpolar voltage, ΦPC .

We can assess the association between the reconnection bur-
sts so-determined and substorm activity by comparing with
panels (b) and (c) which show the maximum auroral bright-
ness observed in the night sector by the auroral imager and
the AU and AL indices, respectively. The auroral brightness
shows a sharp increase at substorm onset due to the formation
of the substorm auroral bulge, e.g. 04:55, 06:55, and 11:00 UT,
which then fades over a period of an hour or so. The AL index
exhibits sharp bays at substorm onset due to the formation of
the substorm current wedge (SCW), most clear at 06:55, and
10:45 UT. (The delay between the AL bay and auroral lumin-
osity enhancement at 10:45 is found to be due to incomplete
coverage of the nightside auroral oval by the imager of this
time.) In some cases the AU and AL evidence for substorm
activity is not overwhelming, for instance 04:55 UT, though

a clear dipolarization of the tail field is seen at GOES-10 at
this time [11], indicative of substorm onset. On the other hand,
smaller and more symmetrical increases in AU and decreases
in AL are associated with enhancements in convection, driven
mainly after southward turnings of the IMF, e.g. 02:10 and
(most clearly) 10:00 UT. These convection-driven perturba-
tions in AU and AL are, as expected from the ECPC model,
associated with periods of growth of FPC .

We find an excellent agreement between the onset of tail re-
connection signatures (periods of ΦN > 0 and contractions
of the polar cap) with auroral and magnetometer signatures of
substorms, cementing the relationship between substorms and
the Dungey cycle (e.g. [8]). The close association between re-
connection onset and AL bays indicates that the formation of
the SCW and the activation of the tail X-line are closely re-
lated (at least at our time-resolution of ∼ 10 minutes). Due
to the link between substorms and reconnection, we assume
that the onset of flux closure is associated with the formation
of a near-Earth X-line (NEXL). Interestingly, we see no evid-
ence for nightside reconnection during obvious non-substorm
intervals, which would be expected to occur at a distant tail X-
line (DXL). If reconnection does take place at a DXL, then we
conclude that the flux through-put associated with this process
is small in comparison to the reconnection at the NEXL dur-
ing substorms. Magnetospheric convection is often thought of
as being driven by reconnection at the dayside and at a DXL,
with the formation of a NEXL being necessary only follow-
ing a large accumulation of open flux during substorm growth
phase, which must be rapidly disconnected. Our present obser-
vations suggest that a DXL is unnecessary in the convection
cycle, and most (or all) accumulated open flux is disconnected
during substorms by a NEXL.

Assuming that convection is driven solely by the dayside
and nightside reconnection identified in panel (e) we can es-
timate the transpolar voltage ΦPC , the rate of antisunward flux
transport in the Dungey cycle, from

ΦPC =
1
2
(ΦD + ΦN ) (3)

([8] and [14]). Estimates of ΦPC from Eq. 3 are shown in panel
(f), and it would be interesting to compare these with meas-
urements of the transpolar voltage from, for instance, SuperD-
ARN. This will be the subject of a forth-coming study.

The data presented for the 26 August 1998 interval are typ-
ical of 9 intervals, totalling 73 hours of observations, that we
have analyzed (see forth-coming article in J. Geophys. Res.).
During the 73 hours of observations we identified 25 nightside
reconnection events. The characteristics of these events are in-
dicated in Figure 2 which show, in the form of histograms, (a)
the open flux at the onset of each event, (b) the flux remaining
at the end of each event, (c) the reconnection rate, (d) the dur-
ation, and (e) the total flux closed during each event. The main
finding we take from these is that the reconnection events be-
gin in the main once FPC > 0.5 GWb and stop once FPC <
0.5 GWb. The most common value of flux closed is 0.25 GWb.
The average flux closed is 0.3 GWb, which compared with the
average open flux at onset, 0.65 GWb, indicates that on aver-
age almost 50% of the flux present in the polar cap prior to
onset is subsequently closed during the event.
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Fig. 2. The characteristics of 25 nightside reconnection bursts
identified during 73 hours of observations. (a) The open flux FPC

at onset of each event; (b) FPC at the end of each event; (c) the
reconnection rate and (d) duration of each event; (e) the amount
of flux closed during each event. Arrows indicate the average of
each distribution.

In Figure 3 we investigate the relationship between FPC and
IMF Bz for the 73 hours of observations. Statistical models
suggest that the auroral oval is located at lower latitudes during
periods of strong dayside coupling or enhanced geomagnetic
activity. An example is the model of [6], based on the obser-
vations of [4], which provides a functional representation of
the poleward and equatorward boundaries of the auroral oval,
parameterized by disturbance level (represented by the Q index
in the model of [6]). However, at any one moment the latitude
of the auroral oval is dictated by the open flux content of the
magnetosphere, so that when FPC is large the oval is located at
low latitudes and vice versa, and we do not expect a direct rela-
tionship between geomagnetic activity and FPC . Despite this,
Fig. 3 indicates that on average FPC is indeed elevated during
periods of southward IMF, though the spread in the data is very
large. In actuality, the data show that during periods of south-
ward IMF the polar cap enters a cycle of polar cap expansions
and contractions, giving rise to the large spread in FPC val-
ues; when the IMF is directed northward FPC remains more

uniform and has on average a smaller value. Hence, it is not
possible to determine the latitude at which the auroral oval will
be located for a given disturbance level, except in a statistical
sense. Our results show rather that during disturbed periods the
auroral oval will change constantly in latitude.

Fig. 3. The relationship between FPC and IMF Bz for the 73
hours of observations. The diamonds indicate the average FPC

in 5 nT-wide bins of IMF Bz . The dashed curve indicates a
least-squares fit to the distribution.

Finally, we compare the histogram of the open flux at the
onset of each reconnection burst (Fig. 2a) with the occurrence
distribution of FPC itself. Figure 4 shows the FPC occurrence
distribution for the 73 hours of observation; FPC varied bet-
ween about 0.2 and 0.9 GWb during our observing intervals.
The mean value of FPC is 0.46 GWb, so we notice imme-
diately that substorm onset occurs most frequently when the
magnetosphere has accumulated a greater than average open
flux content. We take the histogram in Fig. 2a and normalize it
with respect to the FPC occurrence distribution, shown as the
black curve in Fig. 4. This represents the number of substorms
that occur per hour at different values of FPC . This shows a
dramatic increase in the probability of substorm onset as FPC

rises above 0.6 GWb. This suggests that the tail flaring asso-
ciated with large amounts of accumulated open flux are partly
responsible for triggering substorm onset.

3. Conclusions

Determining the open flux content of the magnetosphere
from auroral, radar, and LEO particle observations of the size
of the polar cap is a powerful technique for the investigation of
large-scale solar wind-magnetosphere coupling. This brief in-
vestigation of changes in the size of the polar cap allows us to
conclude that substorms play a fundamental role in the closure
of flux within the Dungey cycle. Substorms on average close
0.3 GWb of open flux, the average flux contained in the mag-
netosphere at onset being 0.65 GWb. The probability of onset
of tail reconnection (or, equivalently, substorm onset) increases
dramatically once the open flux accumulated through dayside
reconnection grows above 0.6 GWb. Flux closure during sub-
storms appears to be able to account for the full magnetic flux
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Fig. 4. The overall occurrence distribution of FPC during the 73
hours of observations. Superimposed is the distribution of FPC at
the onset of the 25 reconnection events (Fig. 2a) normalized with
respect to occurrence distrubution of FPC (curve).

throughput of the Dungey cycle. This reconnection presumably
takes place at a near-Earth X-line, formed at substorm onset.
We find no evidence for closure of flux during non-substorm
periods, which would take place at a distant X-line. If a DXL
does exist, we conclude that it plays only a minor role in flux
closure and the Dungey cycle.
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Pi2 pulsation periodicity and variations in
magnetotail flows

K. R. Murphy, A. Kale, I. J. Rae, I. R. Mann, and Z. C. Dent

Abstract: Pi2 pulsations are a category of ULF waves with periods between 40–150 seconds frequently observed by
ground-based magnetometers predominantly during substorm onset. The origin of these pulsations has been attributed
to the coupling of Alfvénic oscillations associated with the generation of the substorm current wedge, and fast-mode
compressional waves moving radially inward from the tail, including plasmaspheric cavity modes at low-latitudes. It
has recently been suggested that the frequencies of observed night-side auroral zone and low-latitude Pi2 pulsations, or
Pi2 waveforms on the flanks, may be due to periodic variations in the sunward plasma flow from the tail such as during
multiple bursty bulk flows (BBFs). Using a favourable conjunction of the Geotail satellite with the CARISMA ground-
based magnetometers on 23rd December 2000, the relationship between the frequency of Pi2 pulsations observed on the
ground and periodicity in Earthward plasma flows has been investigated. Enhanced Earthward flows were seen during
periods of substorm activity; however, using time-series analysis a direct link was not observed between the periodicity in
the flow-bursts and the periodicity of pulsations within the Pi2 waveband.

Key words: Pi2, Bursty Bulk Flows, Flow Bursts, ULF waves.

1. Introduction

1.1. Pi2 pulsations
Pi2 pulsations are a category of impulsive, irregular Ultra

Low Frequency (ULF) pulsations with periods of about 40–
150 seconds (6–25 mHz). They often occur during periods of
substorm activity, and are associated with impulsive magnetic
field dipolarisations. The origin of Pi2s is thought to be disturb-
ances in the near-Earth plasma sheet, including the generation
of field-aligned currents in the substorm current wedge.

At higher latitudes, the ground-based magnetic signature of
Pi2 pulsations is thought to be dominated by the transient,
transverse Alfvén wave carrying the initial field aligned cur-
rent. If a full substorm onset occurs, then the cross tail cur-
rent can become diverted through the ionosphere, leading to
the formation of the substorm current wedge [9]. If there is
an impedance mismatch between the incident wave and the
ionosphere, then partial reflection can occur [3, 12]. It is of-
ten thought that the Alfvén wave bounces between the plasma
sheet and the ionosphere, giving rise to the periodic structure
of the Pi2 [3, 12].

The plasmasheet disturbance also causes compressional
fast-mode waves to move radially inward towards the Earth.
These fast mode waves can couple to transverse waves and ex-
cite local field line resonances, or can impact the plasmapause
and lead to plasmaspheric cavity mode oscillations. These ef-
fects are generally responsible for the dominant signal seen at
lower latitudes [12].

The exact mechanism by which the near-Earth plasma sheet
is disturbed is not fully understood. Recent work suggests that
Earthward high-speed magnetotail plasma flows may rapidly
brake as they approach the dipolar inner magnetosphere and

Received 6 June 2005.

K. R. Murphy, A. Kale, I. J. Rae, I. R. Mann, and Z. C. Dent.
Department of Physics, University of Alberta, Edmonton, Alberta,
Canada.

may be responsible for the initial plasmasheet disturbance [7].

1.2. Magnetotail plasma flows
Plasma flows in the central plasma sheet typically have velo-

cities of approximately 30 km s−1; however high-speed Earth-
ward flows with velocities 1 or 2 orders of magnitude higher
have been observed at distances as far as ∼30 RE [1]. They are
rarely seen closer than 10 RE, which is thought to be evidence
for braking of the flows due to an increased magnetic pressure
at the inner magnetosphere. The high-speed flows often ex-
hibit a temporal fine structure—with characteristic timescales
of the order of minutes—called flow bursts (FBs). These FBs
are often encapsulated in bursty bulk flows (BBFs); envelopes
of FB activity with durations of 10’s of minutes often occurring
within the BBF during which the plasma velocity is greater
than ∼400 km s−1.

1.3. Pi2 pulsations and flow bursts
Recently it has been suggested that BBFs may provide a

mechanism for the generation of Pi2 pulsations, with reported
correlations between the periodicity of FBs seen in the mag-
netotail and the periodicity of the Pi2 pulsations suggesting
the possibility of direct driving [6]. It has been suggested that
the braking of the flows generates fast-mode waves that dir-
ectly drive low-latitude Alfvénic field line oscillations on the
flanks, and possibly perturbations on the night-side. The brak-
ing of flows is also thought to generate a current contribution to
the substorm current wedge, with a larger contribution driven
by pressure gradients and flow shears [14, 4]. We investigate
these hypotheses below.

2. Observations: 23rd December 2000

2.1. Instrumentation
To investigate the relationship between the periodic struc-

ture of flow bursts seen in the magnetotail and Pi2 period-
icity, plasma dynamics, as measured by instruments onboard
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Fig. 1. Ground magnetic field trace (north) of the conjunction
between Geotail and the CARISMA magnetometer array for 23rd
December 2000, 0000–1200 UT, mapped onto the ground using
the Tsyganenko 89c model [15]. The overlaid grid shows contours
of geographic latitude and longitude.

the Geotail satellite, were compared to ground-based mag-
netometer data obtained from the Magnetometers Along the
Eastern Atlantic Seaboard for Undergraduate Research and
Education (MEASURE)[10] and Canadian Array for Real-
time Investigations of Magnetic Activity (CARISMA) arrays
(http://www.carisma.ca; formerly known as the CANOPUS
(Canadian Auroral Network for the OPEN Program Unified
Study) array [13]).

The Geotail satellite carries a suite of instruments to study
the structure and dynamics of the tail region of the magneto-
sphere. The orbit on the 23rd December 2000 was approxim-
ately 9 x 30 RE, with an inclination of -7◦ to the ecliptic plane.
The Low-Energy Particle (LEP) instrument on board measures
3-D ion velocity distributions with energies between 7 eV–
42 keV at 12 s resolution, enabling the resolution of struc-
tures occurring on Pi2 time-scales [11]. The Comprehensive
Plasma Instrument (CPI) data provides information on plasma
densities and temperatures in the 50 eV–48 keV range at 64 s
resolution, enabling the calculation of plasma parameters char-
acteristic of specific magnetospheric regions discussed below
[5]. The Magnetic Field Instrument (MGF) on board Geotail
enabled the determination of the 3-D magnetic field vector at
3 s resolution [8].

Plasma flows occurring in the plasma sheet boundary layer
(PSBL) are typically field-aligned and are therefore not subject
to the braking in the near-Earth region experienced by BBFs in
the central plasma sheet (CPS). The CPS represents a more
dipolar region than that of the PSBL, and has a characteristic
magnetic-field topology defined by [1] which typically satis-
fies:

Bz

(B2
x + B2

y)1/2
> 0.5. (1)

The CPS has also been defined as the region with an
ion plasma-beta (βi)—the ratio of ion thermal to magnetic
pressures—greater than 0.5([1, 2] and references within). Both
of these relations are used together to determine whether Geo-
tail resides in the PBSL or CPS.

Site Site CGM CGM L
Code Lat. (◦N) Lon. (◦E) value
TALO Taloyoak 78.54 330.01 NA
CONT Contwoyto 72.97 303.87 11.84
RANK Rankin Inlet 72.47 335.36 11.20
ESKI Eskimo Point 70.78 332.51 9.37
FCHU Fort Churchill 68.57 332.92 7.61
FSMI Fort Smith 67.45 306.16 6.90
FSIM Fort Simpson 67.33 293.50 6.84
RABB Rabbit Lake 67.05 318.42 6.68
GILL Gillam 66.28 332.46 6.27

DAWS Dawson 65.92 273.16 6.10
MCMU Fort Mcmurray 64.31 308.52 5.40

ISLL Island Lake 63.86 332.80 5.23
PINA Pinawa 60.19 331.20 4.11
CLK Clarkson 55.39 2.14 3.10

University
JAX Jacksonville 41.82 351.41 1.80

University

Table 1. Ground-based magnetometer stations
used during this study. L-shell and CGM position
calculated using the NSSDC MODELWeb facility
(http://nssdc.gsfc.nasa.gov/space/cgm/cgm.html).

2.2. Observations
Favourable night-side conjunctions between the Geotail

spacecraft and CARISMA during an interval of substorm
activity were sought; one such conjunction occurred during a
substorm on 23 December 2000 with Geotail situated in the
mid-tail at XGSM -15–17 RE. The north ground magnetic field
trace (obtained assuming Tsyganenko 89c external and IGRF
internal geomagnetic fields [15]) can be seen in Figure 1, along
with the positions of the ground-based magnetometers (see
also Table 1).

Figure 2 shows the unfiltered ground-based H-component
magnetograms for the period 0400–1200 UT on 23rd Decem-
ber 2000. The sites cover a wide range of latitudes, from
∼30◦–∼70◦ N, with longitudes from ∼220◦–∼285◦. Sev-
eral substorm bay signatures are seen over this period, from
∼0430 UT at all stations, further activity at ∼0805 UT be-
ing most noticeable at Contwoyto Lake (CONT), and addi-
tional activity at ∼1012 UT, primarily located near Dawson
City (DAWS). The bottom two panels are data from the Geo-
tail LEP instrument, the upper panel being VxGSM, the lower
panel being the earthward component of VxGSM perpendicular
to the field vector, B, and is described below.

During the magnetic conjunction, the magnetic field vector
direction measured by Geotail has a large xGSM component,
suggesting that Geotail is close to the edge of the CPS in a
region of stretched tail-like magnetic field. In this region, a
high proportion of the plasma flow is field-aligned and there-
fore plasma flow velocities perpendicular to the magnetic field
direction are considered. To calculate the direction of the meas-
ured fields in a coordinate system aligned with the ambient
magnetic field, the data was transformed from [XGSM, YGSM,
ZGSM] to [XFA, YFA, ZFA] where ZFA is field-aligned, XFA

lies in a plane defined by ZFA and the geocentric radius vector
to the spacecraft and is perpendicular to ZFA, and YFA com-
pletes this right-handed orthogonal set. This orthogonal co-
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Fig. 2. Stack plot showing (top down) unfiltered H-component
magnetometer data for the period 0400–1200 UT on 23rd
December 2000from two MEASURE magnetometers and
the CARISMA magnetometer array. The Earthward velocity
component of the plasma flow as measured by the LEP
instrument onboard Geotail is shown as both VxGSM and in terms
of field perpendicular velocity, Vperpx (see text for details).
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Fig. 3. In-situ measurements recorded by Geotail for the period
1000–1100 UT. The panels show (top down) the magnetic field,
the plasma velocity in the GSM coordinate system and the flow
in field-aligned coordinate system (FA) measured by LEP, and βi

from the CPI instrument.

ordinate system was derived using a running mean of the ambi-
ent magnetic field of 20 minutes duration. In this field-aligned
co-ordinate system, Vperpx represents the VxGSM component
perpendicular to the field vector, B.

Two extended BBF events are seen during the conjunc-
tion, occurring at times similar to that of the substorms, being
approximately 0930–0945 UT, and 1015–1100 UT. There is
also smaller flow enhancements at 0755–0812 UT and 0930–
0945 UT, though neither fit the criteria of a BBF [1]. Unfortu-
nately, there were periodic data gaps in the Geotail LEP data
from 0430–0530 UT, which corresponded with the onset of the
largest substorm event measured during the interval, however
there is no evidence of strong flows occurring during this sub-
storm onset, hence this event is not studied.

2.3. BBF event between 1000–1100 UT
During this event the Geotail satellite was located at (-17.5, -

2.9, -1.9) RE in GSM coordinates. During this interval, Geotail
was not directly conjugate to any CARISMA magnetometer;
rather the spacecraft track was located magnetically between
the DAWS and FSIM stations (shown in Figure 1). Therefore in
this interval, the DAWS and FSMI are situated closest to local
midnight and the onset region, and the Churchill Line meridian
is ∼3 hours of local time towards the dawn flank. Geotail was
located in the CPS as evidenced by βi > 0.5, shown in Fig-
ure 3d, for the periods preceding and following the flow event.
The data gaps in βi are due to data gaps in the CPI instrument
data. During the flow event, βi decreases below 0.5, due to
the increase in the total magnetic field (Figure 3a). Over this
period, the CPI-determined ion temperature remains constant,
suggesting that Geotail is monitoring the passing of the flow,
rather than drifting between the PSBL and CPS.
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A small substorm bay occurs around 1012 UT, recorded first
at Fort Smith (FSMI). This signature is then recorded at the
lower latitude Churchill line magnetometers (∼265 degrees
geographic longitude) and westwards at DAWS at 1017 UT—
the latter having the largest H-component bay of ∼600 nT. As
previously mentioned, DAWS and FSIM are close to local mid-
night, with the Churchill line of magnetometers being closer to
the dawn flank. The first large plasma flow occurs at ∼1016 UT
and continues through successive flow bursts until just after
1050 UT.

A fundamental aspect of the BBF:Pi2 relationship proposed
by [6] is that there will be a one-to-one correlation between
the FBs and individual oscillations in the waveform of the
Pi2 pulsations; both the waveform and the frequency content
should therefore be similar between the two data sets. Figure 4
shows ground magnetometer data and Geotail flow burst ve-
locity data (a) band-pass filtered between 40–200 s, and (b)
their power spectra in this frequency band. It can be seen from
Figure 4(a) that there is no visual temporal correlation evident
between the H-component Pi2 signals and the LEP Vperpx sig-
nals. There are, at times, similar Pi2 periodicities coincident
in both data, most notably 1040–1050 UT at ESKI, however
it must be noted that even this wavepacket connection appears
to be acausal with respect to the BBF, the ground oscillations
preceding the initial flow onset. It should also be noted that the
Geotail flow velocity measurements have not been time-shifted
in the manner of [6] to allow for propagation effects. Fig-
ure 4(b), in contrast to the time-series data, shows that, at times,
similar frequencies are observed on the ground and in space.
For example, there are clear peaks in Vperpx in the ∼7–8 mHz,
∼11–13 mHz and ∼15–16 mHz frequency ranges. There is
evidence that there are similar frequencies in the H-component
magnetometer data in DAWS-FSMI-RABB-PINA-GILL in the
∼7–8 mHz frequency band, at JAX-CLK in the ∼11–13 mHz,
and in MCMU-PINA-FSMI-RABB in the ∼15–16 mHz band,
though at much lower amplitudes in several cases. It must be
noted that FSIM and DAWS show relatively large amplitude
waveforms, compared to those of the other stations, since these
two stations were closest to the substorm onset region. Both
FSIM and DAWS show evidence of a ∼7–8 mHz frequnency,
however the further peaks in the FSIM and DAWS power spec-
tra appear to be in the troughs of the Vperpx power spectra in
frequency space.

Whilst it is evident that there were similar frequencies ob-
served in some of the ground and spacecraft measurements,
inspection of Figures 4(a) and (b) together reveals that these
frequencies are not contemporaneously observed throughout
the 1 hour window; neither do the waveforms on the ground
and in space show any coherency (i.e., the waveforms are dis-
similar at similar times).

2.4. BBF event between 0600–0730 UT
During this event, Geotail was both magnetically conjugate

to the Churchill Line meridian, and located around 24 MLT, in
contrast to the event detailed in Section 2.3. Consequently, the
conjugacy at this time is was optimal for diagnosing the char-
acteristics of any substorm onsets that occur near local mid-
night. From Figure 2 it can be seen that there were further
FBs and associuated Pi2 signatures observed on the ground
between 0600–0730 UT. Figure 5 shows the filtered time series
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Fig. 5. Stack plot showing the H-component oscillations present
in the Pi2 waveband during the BBF event occurring between
0600–0730 UT, from the ground-based magnetometers shown in
Table 1 (and analogous to Figure 4(a)).

in the Pi2 frequency range for this interval (and is analagous to
Figure 4(a)). Again, there are similar frequencies in the Pi2
band in both magnetic perturbations and Vperpx during this
interval (for brevity, a power spectra is not shown), but little
one-to-one correlation between the waveforms and certainly
no coherent wavepacket activity is observed in Vperpx concur-
rent with Pi2 wavepacket observations on the ground.

3. Discussion and Conclusions

In this paper we studied a night-side conjunction between
the Geotail spacecraft and the CARISMA and MEASURE
ground-based magnetometer arrays in the North American sec-
tor and investigate the possible relationship between the peri-
odicity present in flow enhancements comprising a BBF and
the frequency content of ground-based magnetometer meas-
urements in the Pi2 wave band, first proposed by Kepko and
co-workers [6, 7]. In their model, individual flow bursts drive
a transient Pi2 pulsation response via induced currents due to
flow braking. At lower-latitudes on the flanks, Pi2 signatures
are proposed to be directly-driven by compressional fast-mode
pulses associated with periodicity in the braking of Earthward
flows. The implications of these statements is that as a result of
the proposed Pi2 generation mechanisms, both the frequency
content of the flow bursts and the waveform should be similar
to frequency content and waveform of the magnetic Pi2 meas-
urements on the ground.
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Fig. 4. Stack plots of (a) Band-pass filtered Pi2 (40–200 s) time series between 1000–1100 UT (b) their associated power spectra,
filtered in the 5–25 mHz band for the period 1010–1040 UT, for the ground H-component magnetometer data and Geotail Vperpx flow
data. Power is expressed in arbitrary units. The stations represent several areas of interest noted in [7] namely, stations between midnight
and the dawn flank covering a range of latitudes (JAX-CLK-ESKI-GILL-PINA-RABB-FSMI-MCMU) and stations localed radially
inward of the magnetotail (DAWS-FSIM).

We analysed three separate events from the 23rd December
2000 interval, whereby Geotail was in an extended conjunction
with the CARISMA and MEASURE magnetometer arrays.
Due to brevity, we discuss two of these events in this paper, but
concentrate on one in order to present the data in its entirety.
For the event occurring between 1000–1100 UT, the power is
dominant in the FBs (in the Pi2 frequency band) at ∼7–8 mHz,
∼11–13 mHz and∼15–16 mHz. Nearly all magnetometer sites
show the majority of power, within the Pi2 frequency band of
the H-component, to be between 5–7 mHz—lower than that
of the dominant frequencies seen in the FBs. At higher fre-
quencies, the features in the FB power spectrum do not reflect
those measured on the ground for DAWS and FSMI, the two
sites closest to the substorm event. There is power present at a
single common frequency for some Churchill line sites, such as
RABB (∼11–13 mHz) and FSMI (∼15–16 mHz). These fea-
tures are isolated and, in general, not common between several
magnetometer stations, as might be indicative of a common
driver. In summary, between 1000–1100 UT, both the Geo-
tail Vperpx and H-component magnetometer data showed some
evidence of similar frequency content in predominantly the

∼7–8 mHz and ∼11–13 mHz ranges, though not consistently
throughout the magnetometer array. However, comparison of
the waveforms reveals that these frequencies are not coherent
in the ground and spacecraft measurements, and therefore the
waveforms do not show any clear evidence for a directly-driven
relationship.

In the results obtained by Kepko et al. [7], the authors show
visual correlation between the periodic variation in the Vperpx

component of the plasma flow velocity and the unfiltered mag-
netometer data. In the two events studied in this paper, we see
no evidence of this behaviour. This could be due to the nature
of the incident flow burst being different in this study, than
those used by Kepko et al. In their investigations, the flow
bursts had a large amplitude and were distinct, with periods
of 1–2 minutes. In our study, the dominant frequencies are
less monochromatic, with components outside the Pi2 range
of frequencies. Also, the time of increased Pi2 activity is less
optimal with respect to the inferred substorm onset meridian,
with the dominant ground-based activity measured at ∼10 UT
(∼4 MLT) and therefore away from local midnight and dis-
cussed in Section 2.3, which may also be a contributing factor.
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However, the event discussed in Section 2.4 is both magnet-
ically conjugate and the ground-magnetometers and spacraft
location are in the local midnight region, and this event shows
the same result; there is no evidence of a directly-driven Pi2
signature by the FBs within a BBF.

There is evidence for flow enhancements occurring at times
similar to that of substorm onset and therefore increased Pi2
wave activity, for 2 of the 3 events, as seen in Figure 2. How-
ever, it does not appear that the flow enhancements always
occur prior to the periods of increased Pi2 activity, but seem
to be acausal in relation. This is illustrated in the interval
1000 UT–1100 UT by the substorm bay observed at FSMI be-
ginning to form at 1012 UT, prior to the enhanced Earthward
flow observed by Geotail, located some -17.5 RE downtail, at
1016 UT. At DAWS however, the substorm bay begins form-
ing at 1017 UT—after the FB. Similar behaviour is also noted
during the 0930–1000 UT BBF event. Therefore it seems ap-
parent that the BBF may not be responsible for the increase Pi2
activity seen in this case.

In summary, there is little evidence for the action of the pro-
posed model outlined [7] in the intervals presented in this pa-
per. Low frequency power (∼7–8 mHz) is seen in both the
ground H-component and Vperpx, and sporadic evidence for
∼11–13 mHz frequencies in some of the ground magneto-
grams in conjunction with the Geotail Vperpx, with the loca-
tion of the ground magnetometer (at midnight or toward the
dawn flank) not affecting this observation. However, there is
no evidence for coherent wavepackets in the ground and space-
craft measurements at the same time during the studied inter-
val. Thus, we conclude that during the BBF events between
0400 UT–1200 UT on 23rd December 2000, BBFs occur at
times similar to periods of increased Pi2 activity, but there
is no evidence supporting a causal directly-driven connection
between Pi2s and flow burst waveforms, whereby a burst in
flow may be responsible for an individual Pi2 pulsation.
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Fast flow, dipolarization, and substorm evolution:
Cluster/Double Star multipoint observations

R. Nakamura, T. Takada, W. Baumjohann, M. Volwerk, T. L. Zhang, Y. Asano, A. Runov,
Z. Vörös, E. Lucek, C. Carr, B. Klecker, H. Rème, and O. Amm

Abstract: Fast flow and associated magnetic field disturbances are keys to understand the link between the neat-Earth tail
and the inner magnetosphere, where the essential energy conversion processes take place during substorms. The four-point
Cluster observation allows to investigate spatial structure and associated signature of dipolarization disturbances. With
the launch of Double Star, simultaneous observations of the inner magnetosphere and the midtail took place in summer
2004 and 2005. Such a constellation of spacecraft allows us further to study the flow and dipolarization disturbance
both in the local and the larger context. That is, by applying multi-point analysis techniques, the direction and speed of
the propagation is determined within the Cluster tetrahedron and can then be compared with the global propagation of
the disturbances using Double Star as well as relevant ionospheric disturbances. We discuss plasma sheet fast flow and
dipolarization characteristics obtained from local as well as global multi-point observations during substorms.

Key words: fast flows, dipolarization, substorms, Cluster, Double Star.

1. Introduction

High-speed plasma flows in the near-Earth plasma sheet are
considered to play a key role in flux and energy transport in
the magnetotail and substorm dynamics. Cluster traversed the
magnetotail covering regions Earthward of 19 RE since sum-
mer 2001. The four spacecraft observations enabled us to dif-
ferentiate spatial from temporal disturbances and provided a
chance to obtain essential parameters, such as current dens-
ity or spatial scale of the flow and field disturbances. Since
the launch of the two satellites of the Double Star Program
(DSP), Cluster and DSP allow large-scale multi-point observa-
tions along the same local time sector. Such simultaneous ob-
servations of the inner magnetosphere and the near-Earth tail
are essential in substorm studies because of the initial local
onset and the subsequent global expansion of the disturbance.
Particularly, how these two key regions are linked in terms of
fast flow and magnetic field dipolarization is yet to be determ-
ined to understand the mechanism of the substorm develop-
ment.

The two satellites of DSP, TC1 and TC2, were launched in
December 2003 and TC2 in July 2004, respectively, provid-
ing another opportunity to study fast flows in a more global
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context. Particulary, TC1, which has an equatorial orbit with
an apogee of 13 Earth radii, and Cluster, which has an or-
bital plane in the same local time sector, can have interesting
configurations to study the large scale propagation of the dis-
turbances. Figure 1 shows the Cluster and TC1 location when
TC1 observed a dipolarization defined as: ∆θB > 10 within 5
min, where ∆θB is the latitude angle of the magnetic field,
and TC1 and Cluster were at the night side, X < −6 RE

and |Y | < 10 RE , between July and October 2004. There are
mainly two types of Cluster-TC1 configuration which are use-
ful to study: (1) Changes across the current sheet when Cluster
observes dipolarization-associated signatures at the boundary
of the plasma sheet or lobe, and (2) Radial propagation of the
disturbances when Cluster was near the equatorial plane. In
this paper, we will discuss events with the latter type of orbit
configuration.

In the following, we first highlight an event study by [1]
which shows two examples when Cluster observed dipolariza-
tions and TC1 was located close to its apogee at the same local
time. We then survey the relationship between fast flows ob-
served at Cluster and the dipolarization observed at TC1 in a
more statistical way. In this study we mainly use data obtained
by the fluxgate magnetometer (FGM) experiment on Cluster
[2] and on TC1 [3] and also refer to the ion flow data from
the Composition and Distribution Function Analyser (CODIF)
of the Cluster Ion Spectrometry (CIS) experiment [4] onboard
Cluster and from the Hot Ion Analyser (HIA) instrument [5]
onboard TC1.

2. Local and global propagation of substorm
disturbances

In this section, we discuss two events when Cluster observed
clear fast flows and TC1 was located near the same local time
sector Earthward of Cluster. Both events were observed in the
post-midnight sector but during quite different solar wind con-
ditions: disturbed IMF and steady northward IMF. By perform-
ing a timing analysis the direction and the propagation speed
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TC1

TC1

Cluster

Cluster

Fig. 1. Cluster and TC1 location plotted in the X-Y plane (left)
and in the X-ZNS plane (right), for those events when TC1
observed dipolarization and both spacecraft were at the night
side, X < −6 RE , between July and October 2004. ZNS is Z
distances from the neutral sheet [6].

of the disturbance at Cluster were obtained and compared with
the TC1 observations, which enabled to determine further con-
straints on the spatial and temporal profile of the sources based
on these multi-distance multi-point observations with Cluster
and TC1.

2.1. 20040807 event
Magnetotail data from Cluster and TC1, solar wind data

from Geotail and ground magnetograms from selected MIR-
ACLE stations ordered with increasing latitude are shown in
Figure 2 adapted from [1]. Geotail was at X = 15 ∼ 17, Y =
1 ∼ 7, and Z = 3RE mainly in the solar wind except for short
periods between 1915 and 2000 UT, indicated as shaded area in
the figure, when the spacecraft entered into the magnetosheath.
There were two intervals when IMF BZ was mainly negative
with a minimum of −5 nT: 1845-2010 UT and 2105-2210 UT
followed by a period of weak BZ with occasional short neg-
ative excursions until around 2245 UT when positive IMF BZ

increased up to +5 nT and stayed northward for the following
45 min. Associated with the first negative IMF BZ interval,
MIRACLE/IMAGE magnetograms detected an enhancement
in westward electrojet activity starting at 2000, 2035 UT, and
associated with the following negative IMF BZ interval, an-
other onset at 2300 UT as indicated in the figure as vertical dot-
ted lines. Corresponding to these westward electrojet activities,
dispersionless injections were observed by LANL satellites at
1955-2000, 2032, 2247 and 2313 UT (not shown). These ob-
servations suggest that there were mainly two substorm inter-
vals with multiple intensifications.

Associated with the first westward electrojet onset at 2000
UT little effects were seen at both spacecraft except for a gradual
enhancement in the elevation angle in TC1. IMF BZ was still
southward and BX at Cluster continued to increase (θB keeps
decreasing) indicating further stretching of the field. On the
other hand, the second westward electrojet at 2035 UT was
accompanied by a clear change in the magnetic field configur-
ation both at Cluster and TC1. Clear enhancement in θB was
observed by Cluster, accompanied by a decrease in BX , took
place at 2033 and 2044 UT, which indicate a change from a
tail-like to a dipolar configuration. TC1 was located in southern
hemisphere as can be seen from the negative value of BX and
also observed enhancements in θB accompanied by a decrease
in the absolute value of BX starting at 2030 UT, and followed
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Fig. 2. Magnetotail data from Cluster and TC1, solar wind data
from Geotail and ground magnetograms from selected MIRACLE
stations (Adapted from [1]). Shown are X components and
latitude angle of the magnetic field and X component of the
proton flow from Cluster, X component and latitude angle of the
magnetic field and X component of the ion flow from Double
Star TC1, X component of the magnetic field at Geotail in the
solar wind and in the magnetosheath (shaded intervals), and X
component of the ground magnetogram from selected MIRACLE
stations: BJN (CGM lat.71.45, CGM long. 108.07), SOR (67.34,
106.17), KIL (65.88, 103.79), PEL (63.55, 104.92) from the top
to the bottom. The vertical dotted lines show the onset time of
the enhanced westward electrojet, whereas the grey line indicates
the dipolarization event discussed in the text in detail.

by a sharp increase in θB at 2034UT and 2042 UT. Fast Earth-
ward ion bulk flows were detected at TC1 and Cluster starting
at 2034 UT and 2044 UT, respectively. The reversal of the flow
from tailward to Earthward was observed associated with 2300
UT onset by Cluster, while a clear dipolarization was observed
at TC1. In the following we examine the temporal and spatial
evolution of the dipolarization and flows at Cluster and TC1
in more detail for the dipolarization event at 2042-2044 UT
marked with a grey line in the figure.

Figure 3 shows the θB profiles during the second dipolar-
ization interval between 2040 and 2050 UT (left panel). To
characterize the propagation of the dipolarization more quant-
itatively, we compared the local propagation properties of the
BZ or θB disturbance among the four Cluster spacecraft with
the larger scale propagation between Cluster and Double Star.
We first determine the motion of the dipolarization signature
from the timing analysis of Cluster, assuming the dipolariz-
ation front to be a planar structure. For the analysis we use
the time difference of θB among the spacecraft for the events
when clear enhancements were observed in BZ and θB and
when all the Cluster spacecraft had similar profiles so that a
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Fig. 3. Left: θB profiles during the second dipolarization interval
between 2040 and 2050 UT observed by Cluster and TC1. The
onset of Cluster dipolarization and the estimated onset of the
TC1 from propagation speed at Cluster are indicated with arrows.
Right: Location of Cluster and TC1 and direction of the fast
flow (thick arrow) and propagation vector (thin arrow) of the
dipolarization projected in the X-Y plane.

timing analysis should be valid. Timing, propagation direction,
and speed of dipolarization at Cluster are then compared with
observed signatures at TC1. The propagation vector, V B , for
this events is plotted in the right panel in Figure 3 with thin
arrow. The propagation of the disturbances were mainly dawn-
ward with a tailward component. This suggests that the initial
source of the disturbance is located duskward and Earthward
of Cluster toward the TC1 location. This procedure further al-
lows to determine the arrival time of the disturbance at TC1,
which can be expressed as tTC1 = tCL − ((RCL − RTC1)·
VB)/(VB ·VB) assuming the spacecraft motion is negligible.
Also we can determine the projected distance between Cluster
and TC1 along this plane such as |D| = |RCL − RTC1 −
(tCL − tTC1)VB|. The dashed line perpendicular to the arrow
in Figure 3 shows the projected components of displacement
vector D. Using this simple assumption, i.e., that the dipolariz-
ation is a planar front moving with a constant speed, we estim-
ated that at TC1 the disturbance should take place at 2041 UT.
For the 2041 UT event, this estimated timing is indicated with
the thin arrow in the TC1 panel (bottom left) in Figure 3. TC1
in fact observed some enhancements in θB around 2042 UT.
For this event, therefore, both spacecraft could likely have de-
tected the same disturbances propagated from TC1 to Cluster
and they were possibly related to the dipolarization front as-
sociated with Earthward flows. The propagation speed, ∼ 130
km/s, was within the value of the previously obtained tailward
propagation speed of 35-300 km/s [7, 8, 9]. Yet, the major dir-
ection was dawnward such as the case of dawnward expansion
of the dipolarization observed in the post-midnight in the geo-
synchronous region [10]. The minimum required scale-size of
the dipolarization disturbance then would have a width of 3.4
RE , covering both TC1 and Cluster as shown with the hatched
area in the right panel in Figure 3. Interesting to note that the
propagation direction of the dipolarization is almost perpen-
dicular to the main flow direction at Cluster, as indicated by
the thicker arrow. It is therefore not the main flow direction in
which the dipolarization front was observed to propagate. Such
propagation of the dipolarization front predominantly perpen-
dicular to the main fast flow direction was also reported by
[11].
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Fig. 4. Same as Figure 2 except for time interval between 21 and
24 UT, August 14, 2004 (Adapted from [1]).

2.2. 20040814 event
Figure 4 shows data from Cluster and Double Star TC1 to-

gether with the Geotail and MIRACLE magnetograms between
21 and 24 UT on August 14, 2004, in the same format as
Figure 2. Geotail was located at X = 8 ∼ 9, Y = 29, and
Z = −1 ∼ −2RE , again mainly in the solar wind except for
the magnetosheath encounter after 2350 UT. IMF BZ was all
the time northward with a typical value of ∼ 3 nT. Although
weak, two westward electrojet disturbances can be identified
in the MIRACLE magnetograms at 2157 UT and around 2312
UT, both centered at higher latitude than the previous event. No
energetic particle injection was detected by LANL satellites
(not shown). These signatures suggest a feature quite differ-
ent from a usual “substorm”, with disturbances mainly at high
latitudes and equatorward propagation but not involving the
inner magnetosphere. Cluster detected a sharp enhancement in
θB followed by fast Earthward ion flow at 2156 UT and 2334
UT. The latter flow is almost 15 min delayed from the activa-
tion on the ground, although weak magnetic fluctuations star-
ted already after 2312 UT. On the other hand, TC1 showed no
signature of clear dipolarization, but some magnetic disturb-
ances after 2200 UT onset and after 2320 UT with no ion flow
signature.

Similar to the previous event we examine the propagation
of the Cluster disturbance and the flow disturbance. This will
give us a hint of the maximum scale of the disturbance, not to
be observed at TC1. The direction of the propagation of the
dipolarization front was mainly Earthward/dawnward for the
August 14 event as shown in Figure 5, deviating from the main
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Fig. 5. Cluster and TC1 location in the X-Y plane (left) and in
the X-Z (right) during the 2202 UT and 2233 UT events. The
thick arrows show the flow direction while the thin arrows show
the motion of the dipolarization front. The dashed lines show
the possible spatial scale if it is assumed that the front also will
encounter (or had encountered) TC1.

flow direction. Similar Earthward/dawnward motion has been
reported by Cluster in the postmidnight region associated with
a BBF [11]. If we estimate the arrival time of the BZ enhance-
ment at TC1, the 2202 UT and 2333 UT disturbances at Cluster
are expected to be observed 3 min and 4 min later at TC1, when
the scale size of the disturbance is larger than 3 and 8 RE ,
respectively. The lack of such observations at TC1 suggests
that the disturbance was either localized or decayed within a
shorter time scale than these values. Either the BBF associ-
ated dipolarization was a transient phenomena and quenched
between Cluster and TC1 or the localized BBF/dipolarization
front could not be observed at TC1 resulting in only small mag-
netic field fluctuation. The lack of any injection signature at
LANL as well as the location of the westward electrojet sug-
gests that in fact the energy transported by the BBF is very
likely dissipated mostly before reaching the TC1 region. On
the other hand, the observation can be also due to the finite
width of the flow channel, which was obtained to be 2-3 RE

from a statistical study using Cluster multi-point dataset [12].

3. Survey of Cluster BBF and Double Star
dipolarization

As shown in the previous sections, the evolution of a BBF
can be quite different even though Cluster and TC1 were aligned
in similar local time sectors. To determine the general con-
dition of the fast flow evolution, we surveyed the dipolariz-
ation events in a more statistical manner. Here, we first cre-
ated data base of Cluster bursty bulk flow events using data
from Cluster 4 and TC1 dipolarization events. Bursty bulk flow
events are defined when the spacecraft was in the plasma sheet
(ion β > 2) and observed high speed flow (Vxy > 300 km/s) in
the component perpendicular to the ambient field using 8 sec
data. We take data points fulfilling the BBF condition separ-
ated less than 5 minutes as the same event. As for the dipolar-
ization event, we used 5 minutes-long sliding windows of the
spin-averaged data and identified a dipolarization when the dif-
ference between the minimum and maximum θB exceeds 10◦.
The event interval consists of consecutive intervals fulfilling
this condition and its start time is defined as the time of min-

Fig. 6. BZ of Cluster and TC1 for the Cluster BBF events
associated with TC1 dipolarization (left panel) and those without
clear TC1 dipolarization (right panel) plotted against X location
of the two satellites. For BZ value at TC1, a 5-min average value
before the dipolarization (left panel) or before Cluster BBF (right
panel) are shown. The dashed (solid) lines indicate events when
the two spacecraft were separated in Y more (less) than 3 RE .

imum θB during the first interval and the end time is defined
as the maximum θB during the last interval. We then examined
whether such a dipolarization event is observed at TC1 associ-
ated with a Cluster BBF or not. That is, we divided the Cluster
BBF dataset into two groups: those BBF events when there is
TC1 dipolarization event within 5 min before or after the flow,
which we call BBF event associated with dipolarization, and
those BBF events when no corresponding TC1 dipolarization
events can be found.

Figure 6 shows BZ of Cluster and TC1 for the Cluster BBF
events associated with TC1 dipolarization (left) and those without
clear TC1 dipolarization (right) plotted against the X location
of the two satellites during these events. For the BZ value
at TC1, a 5-min average value before the dipolarization (left
panel) or before the Cluster BBF (right panel) is shown. (Tak-
ing into account the near-Earth tail configuration, we actually
used H instead of BZ when TC1 is Earthward of 10 RE). The
dashed (solid) lines indicate events when the two spacecraft
were separated in Y more (less) than 3 RE . It can be seen that
when TC1 is located Earthward of 8 RE there is no clear di-
polarization obtained by TC1 associated with a BBF at Cluster,
even if the two spacecraft were close in Y . Another interest-
ing difference between these two events are the BZ values at
TC1, which is particular clear when we compare only those
closely aligned in Y (solid line) and if one compares TC1 val-
ues around X = −10 ∼ −12 RE where events from both
groups exist. It can be seem that BZ at TC1 is larger for those
events when a dipolarization is not observed at TC1. Note that
such difference were also seen between the two events shown
in the previous section. Namely, θB was larger for the 2004-
08-14 event, when no clear dipolarization was observed asso-
ciated with the BBF, compared to the 2004-08-07 event, when
a dipolarization was observed both at Cluster and TC1.

One plausible interpretation for these two types is illustrated
in Figure 7. That is, a thin current sheet is developed reaching
toward the inner magnetosphere when both flows in the near-
Earth (Cluster) and dipolarization at ∼10 RE region (TC1) are
observed (upper panel in Figure 7). On the other hand, for the
cases shown in the right panel in Figure 6 and the August 14
event, the ∼10 RE region (TC1) is in a more dipolar configur-
ation when the flow brakes beyond this region so that dipolar-
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Fig. 7. Illustration of plausible tail configuration for events when
TC1 observed dipolarization associated with Cluster BBF (upper
panel) and those when TC1 observed no clear dipolarization
(lower panel).

ization or flux pileup region cannot reach TC 1 region (bot-
tom panel in Figure 7). More complete results of this statistical
study will be published elsewhere (Takada et al., manuscript in
preparation, 2006).

Note that we could not find any fast flow events associated
with clear dipolarization signature in the geosynchronous re-
gion. This suggests that the fast flows most likely brakes radi-
ally outward than the geosynchronous region, which is also ex-
pected from the radial profile of the flux transport rate [13]. On
the other hand, since there were no Cluster plasma sheet events
when TC1 observed dipolarization in the geosynchronous dis-
tance, we have no supporting evidence that dipolarization at
geosynchronous region can take place without flows in the
near Earth region. Yet, the fact that there were no events with
clear TC1 dipolarization at geosynchronous distance associ-
ated with Cluster fast flow in our dataset suggests that either
a different process than flow braking or flux pile is needed for
dipolarization near geosynchronous region or when a dipolar-
ization takes place at geosynchronous region, the near-tail cur-
rent sheet/plasma sheet is so thin that the chance of detect-
ing plasma sheet flows with Cluster becomes almost zero. It
is therefore essential to monitor the current sheet profile along
an extended region in radial direction in order to determine the
causal relationships between the fast flows and dipolarization.
The THEMIS mission with spacecraft aligned in radial direc-
tion combined with geosynchronous satellites will be an ideal
constellation to obtain a more conclusive answer.

4. Summary

Evolution of the fast flows and dipolarization is studied based
on Cluster and Double Star TC1 satellite observations, which
enabled large-scale multi-point observations along the same
local time sector.

Two types of BBF events were introduced with different
IMF conditions when Cluster and Double Star (TC1) were
located in the same local time sector: August 7, 2004, 18-24

UT, during a disturbed southward/northward IMF interval, and
August 14, 2004, 21-24 UT, when the IMF was stably north-
ward. Cluster observed dipolarization as well as fast flows dur-
ing both intervals, but this was not the case for TC1. By us-
ing multi-point analysis techniques, the direction/speed of the
propagation is determined using Cluster and is then compared
with the disturbances at TC1 to discuss its spatial/temporal
scale. The propagation direction of the BZ disturbance at Cluster
was mainly dawnward with a tailward component for August 7
and with a significant Earthward component for August 14 as-
sociated with fast flows. These differences suggest that the role
of the BBF can be quite different for different IMF condition
and resultant tail configurations.

By surveying Cluster BBF events when TC1 was in the tail,
we could statistically confirm that there seems to be some dif-
ference in the tail configuration between these two types of
BBF events. That is, a thin current sheet is most likely de-
veloped reaching toward the inner magnetosphere when both
flows in the near-Earth tail (Cluster) and dipolarization in the
∼10 RE region (TC1) are observed. On the other hand, the
∼10 RE region (TC1) has likely a more dipolar configura-
tion when there were no dipolarization observed by TC1 at
this region associated with the fast flows in the near-Earth tail
(Cluster). It should be also noted that we could not find any
fast flow events associated with dipolarization when TC1 was
near the geosynchronous region. That is, the observed flows
most likely brake radially outward than the geosynchronous
region. This suggests that either a different process than flow
braking or flux pile is needed to explain a clear dipolarization
at geosynchronous region or when a dipolarization takes place
at geosynchronous region, the near-tail current sheet/plasma
sheet is so thin that the chance of detecting plasma sheet flows
with Cluster becomes almost zero.

These results show the complicated nature of the propaga-
tion of the disturbance in the tail and a new possibility of com-
bining local and global multi-point analysis to further quantify
the characteristics of the source regions.
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Simultaneous observations of ions of ionospheric
origin over the ionosphere and in the plasma sheet
at storm-time substorms

M. Nosé, T. Kunori, Y. Ono, S. Taguchi, K. Hosokawa, T. E. Moore, M. R. Collier,
S. P. Christon, and R. W. McEntire

Abstract: We investigate variations of ion flux over the ionosphere and in the plasma sheet when storm-time substorms
are initiated, using simultaneous observations of neutral atoms in the energy range of up to a few keV measured by the
low-energy neutral atom (LENA) imager on board the Imager for Magnetopause-to-Aurora Global Exploration (IMAGE)
satellite and energetic (9-210 keV/e) ion flux measured by the energetic particle and ion composition (EPIC) instrument
on board the Geotail satellite. We examined three storm intervals during which the IMAGE satellite was located near its
apogee and the Geotail satellite was in the plasma sheet on the nightside. Low-energy neutral atoms traveling from the
direction of the Earth can be created by outflowing ionospheric ions through charge exchange processes. The observed
neutral atom flux enhancement at storm-time substorms indicates that substorms can cause an immediate increase of
low-energy ion flux over the ionosphere by a factor of 3-10. In the plasma sheet, the flux ratio of O+/H+ is rapidly
enhanced at storm-time substorms and then increased gradually or stayed at a constant level in a timescale of ∼60
minutes, suggesting a mass-dependent acceleration of ions at local dipolarization and a subsequent additional supply of
O+ ions to the plasma sheet which have been extracted from the ionosphere at the substorms.

Key words: Ions of Ionospheric Origin, Substorms, Plasma Sheet, Ion Acceleration.

1. Introduction

Recent studies revealed the ionosphere as an important source
of plasma to the plasma sheet and the magnetosphere. From
multi-fluid MHD simulation Winglee [16] has shown that a
boundary called “the density geopause,” within which the iono-
spheric source is the dominant contributor to the plasma, is
extended down the tail to 10-65 RE during the southward IMF
(BZ=0 to -5 nT). A large number of numerical simulations were
performed to trace ions of ionospheric origin after they escaped
from the ionosphere [e.g., 2, 4, 6]. They found that most of
such ions preferentially move into the plasma sheet through the
geomagnetic lobe. Thus it is important to identify how much
ions of ionospheric ions are outflowing from the ionosphere
and how it depends on the geomagnetic disturbances. Using
the Dynamic Explorer -1 observation of low-energy (0.01-17
keV) ions, Yau et al. [17] found a good correlation between
the ion outflow rate and the Kp index. As the Kp index in-
creased from 0 to 6, the O+ flux increased drastically by an
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order (from 1-3×1025 s−1 to 1-3×1026 s−1), while the H+ flux
changed by a factor of ∼3 (from 3×10 25 s−1 to 1×1026 s−1).
From observations by the EXOS-D satellite of ion outflow in
the energy range from <1 to 70 eV, Cully et al. [5] showed
that ion outflow rate is correlated with the Kp index and some
solar wind parameters. The Kp dependence of H+ and O+ flux
was almost similar to that by [17]. They also found that the
solar wind parameters exhibiting a strong correlation with the
outflow flux were the kinetic pressure, the electric field, and the
variation in the IMF. In these studies the 3-hour Kp index or the
hourly averaged solar wind data (OMNI data) have been used,
suggesting that the reported good correlation is correct only in
a statistical or average sense. It is not clear yet how outflowing
ion flux responds to geomagnetic disturbances with a shorter
timescale (<1 hour) such as substorms.

In this study we intended to investigate how ion outflow rate
changes at individual substorms, using data obtained by the
low-energy neutral atom (LENA) imager on board the Imager
for Magnetopause-to-AuroraGlobal Exploration (IMAGE) sat-
ellite. Since IMAGE/LENA is a remote sensing instrument, it
provides a global image of outflowing ion flux over the polar
region with a time resolution of ∼2 minutes. We can monitor
temporal changes of outflowing ion flux when a substorm oc-
curs. Moreover, in order to investigate how the plasma sheet
ion composition responds to the identical substorm, we ex-
amined simultaneous observations of energetic (9-210 keV/e)
ion flux in the plasma sheet made by the energetic particle
and ion composition (EPIC) instrument on board the Geotail
satellite. The rest of this paper is organized as follows. Sec-
tion 2 introduces the data set. In section 3 we describe the
event selection procedure. We found 3 time intervals during
which the IMAGE and Geotail satellites simultaneously ob-
served ions of ionospheric origin. In section 4 satellite ob-

Int. Conf. Substorms-8 : 203–208 (2006) c© 2006 ICS-8 Canada



204 Int. Conf. Substorms-8, 2006

servations will be displayed for the intervals 1 and 3. It was
found that substorms caused rapid increases of both the ener-
getic neutral atom (ENA) flux around the Earth and the O +/H+

energy density ratio in the plasma sheet. The O+/H+ ratio sub-
sequently increased or stayed at a constant level with a time-
scale of 60 minutes. We will discuss these observational results
in section 5.

2. Data Set

The IMAGE satellite is a polar orbiting satellite with a per-
igee of 1000 km altitude, an apogee of 8.2 R E , and an orbital
period of 14.2 hours [1]. The satellite spins at a rate of ∼0.5
revolution per minute and its spin vector is anti-parallel to the
orbital angular momentum vector. The LENA imager carried
by the IMAGE satellite is designed to detect neutral atoms in
the energy range of ∼10 eV to a few keV and has a field of
view of ±45◦ against a satellite spin plane which is divided by
12 polar sectors [12]. Because of the spin, the LENA imager
sweeps out 360◦ in azimuthal direction, which is divided by
45 azimuthal sectors, resulting in one complete image of neut-
ral atom flux covering an area of 90◦(polar)×360◦(azimuth)
at every 2 minutes. Since low-energy neutral atoms traveling
from the direction of the Earth are created by outflowing iono-
spheric ions through charge exchange processes, we can in-
vestigate temporal change of the low-energy ion flux over the
ionosphere from the LENA data.

The Geotail satellite was placed in the near-Earth orbit of
∼9×30 RE in the fall of 1994 [13] and surveys the near-Earth
and midtail plasma sheet frequently. Geotail is equipped with
the EPIC instrument which provides mass and charge state in-
formation about ions with an energy/charge range of 9 keV/e
to 210 keV/e in eight spectral points [15]. The instrument has
a spatial coverage of almost 4π sr. It takes ∼24 s to get one
complete energy spectrum for H+ ions, and ∼48 s for O+ ions.
From each energy spectrum we calculated energy densities of
H+ and O+, and then averaged over 5 min to increase statistical
significance. We also used the magnetic field data obtained by
the magnetic field (MGF) instrument [10] onboard the Geotail
satellite.

3. Event Selection

From the period of August 2003 through July 2004, we se-
lected time intervals during which IMAGE/LENA and Geo-
tail/EPIC made a simultaneous observation of ions of iono-
spheric origin, according to the following criteria. During the
time interval, (1) geomagnetic storms took place, (2) the Geo-
tail satellite mostly stayed in the nightside plasma sheet, (3) the
IMAGE satellite was near its apogee, and (4) clear substorm
signatures can be identified by ground stations and geosyn-
chronous satellites. This selection procedure yielded 3 time in-
tervals, that is, 1900-2300 UT on 30 October 2003 (interval 1),
0130-0600 UT on 27 July 2004 (interval 2), and 0400-0730
UT on 10 March 2004 (interval 3). Figure 1 shows orbits of the
satellites in the XGSM-YGSM and XGSM-ZGSM planes for these 3
intervals. Thin lines indicate the IMAGE orbits and thick lines
indicate the Geotail orbits. Geotail flew at XGSM ∼−8, -16, and
-24 RE in the interval 1, 2, and 3, respectively. In the next sec-
tion we will show simultaneous observations for the interval 1

and 3; data of the interval 2 will be omitted because of limit of
paper length.

4. Observation and Analysis

4.1. Interval 1 (1900-2300 UT on 30 October 2003)
During this interval the SYM-H index decreased from -150

nT to -400 nT, indicating the main phase of the very intense
magnetic storm. Substorms were identified at 1947 UT and
2115 UT by energetic electron enhancement at geosynchron-
ous satellites, negative bays at high-latitude ground stations,
and positive bays at mid-latitude ground stations (not shown
here). Figures 2a and 2b show the ENA images around the
Earth obtained by the IMAGE/LENA imager before and after
the first substorm onset (1947 UT), respectively. We found
that ENA flux coming from the direction of the Earth was en-
hanced. ENA images before and after the second substorm on-
set (2115 UT) are shown in Figures 2c and 2d. We also found
strong ENA flux enhancement after the substorm onset. In or-
der to see temporal changes of the ENA flux in more detail,
we averaged the ENA flux around the Earth over the azimuthal
angle of ±28◦ (y-direction of the ENA image) and the polar
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Fig. 1. Orbits of the IMAGE and Geotail satellites in the
XGSM-YGSM (top) and XGSM-ZGSM (bottom) planes for the 3
selected intervals. Thin and thick lines are for the IMAGE and
Geotail orbits, respectively. Dots indicate the satellite locations at
integer hour. “S” denotes the start location of the satellite in the
interval.
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Fig. 2. (a, b) ENA images around the Earth obtained by the
IMAGE/LENA imager before and after the first substorm onset.
(c, d) The same as Figure 2a and 2b, except for the second
substorm onset. (e) Temporal variations of the ENA flux around
the Earth. Onset times of the substorms were indicated by vertical
dashed lines. Four black circles indicate times of Figures 2a-2d.

angle of ±44◦ (x-direction of the image). Then we computed
the normalized ENA flux (Jnormalized) from the average ENA
flux derived above (Javeraged) as it is measured at radial distance
of 5 RE , by

Jnormalized = Javeraged ×
(

r−1.5
5−1.5

)2

,

where r is the radial distance of the satellite position in RE .
Here the ENA source was assumed to be at geocentric alti-
tude of 1.5 RE [8]. This generates time series data of ENA
flux around the Earth with a time resolution of 2 minutes. We
calculated a running average of Jnormalized with a time window
of 8 minutes, which is displayed in Figure 2e. Vertical dashed
lines indicate onset time of the substorms. Black circles cor-
responds to times in which the LENA images of Figures 2a-2d

were taken. At the first substorm the ENA flux was clearly en-
hanced from 1×105 cm−2s−1 to 3×105 cm−2s−1 within 20
minutes. The second substorm was accompanied by a sud-
den increase of the ENA flux from 2×105 cm−2s−1 to 1×106

cm−2s−1. This indicates that the substorms caused an enhance-
ment of outflowing ion flux by a factor of 3-5.

Figure 3 showed the magnetic field in the XGSM and ZGSM
components and the O+/H+ energy density ratio measured by
the Geotail satellite which was located at XGSM∼-8 RE (Fig-
ure 1). Two vertical lines indicate onset time of the substorms
(1947 UT and 2115 UT). At the fist substorm onset, the abso-
lute value of BX decreased and BZ increased, indicating that
dipolarization took place. At the same time the O+/H+ en-
ergy density ratio increased suddenly from ∼1 to 3, and then it
showed a gradual increase during 2000-2030 UT, even though
the substorm expansion phase has already ended at 2000-2010
UT as can be seen in BZ changes. For the second substorm
onset, signatures of the magnetic field and the O+/H+ energy
density ratio were similar to those of the first substorm; that is,
the magnetic field was dipolarized and the energy density ra-
tio increased rapidly at substorm onset, followed by a gradual
increase with a timescale of 60 minutes (2130-2230 UT).
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ZGSM components, and the O+/H+ energy density ratio measured
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4.2. Interval 3 (0400-0730 UT on 10 March 2004)
This interval was found in the recovery phase of a moderate

magnetic storm and the SYM-H index was between -100 nT
and -60 nT. We identified occurrence of a substorm at 0528
UT by dipolarization and energetic proton enhancement at geo-
synchronous satellites, a negative bay at high-latitude ground
station, and a positive bay at low-latitude ground station (not
shown here). Figures 4a and 4b display the IMAGE/LENA im-
age around the Earth before and after the substorm. It was re-
vealed that the ENA flux traveling from the direction of the
Earth was enhanced after the substorm. Figure 4c shows ENA
flux variations derived in the same way as Figure 2e. A ver-
tical line and two black circles indicate times when substorm
occurred and the LENA images of Figures 4a and 4b were
taken. The ENA flux before the substorm stayed around 1×10 4

cm−2s−1, while it increased up to 1×105 cm−2s−1 within 10-
20 minutes after the substorm, indicating an enhancement of
outflowing ion flux by a factor of 10.

Figure 5 demonstrates the Geotail data at X∼-24 RE in the
same format as Figure 3. At the substorm, which is indicated
by a vertical line, the absolute value of BX decreased and BZ
increased, being a dipolarization signature. For about 1 hour
prior to the substorm onset (i.e., 0430-0528 UT), Geotail was
in the magnetic lobe and we could not calculate the energy
density ratio in the plasma sheet. However, before 0430 UT
the satellite made a measurement of energetic ion flux in the
plasma sheet, which indicates the O+/H+ ratio of 0.02-0.05.
Assuming that the O+/H+ energy density ratio did not change
significantly before the substorm onset, we can expect that the

Fig. 4. The same as Figure 2, except for the interval 3.
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Fig. 5. The same as Figure 3, except for the interval 3.

energy density ratio was strongly enhanced at dipolarization.
Even though the substorm expansion phase has ended around
0550-0600 UT as can be noted from the magnetic field data,
the O+/H+ energy density ratio stayed at almost constant level
of 0.2-0.3 for about 1 hour.

5. Discussion

We examined variations of ions of ionospheric origin over
the ionosphere and in the plasma sheet when storm-time sub-
storms were initiated. From the IMAGE/LENA observation we
found that the ENA flux around the Earth was enhanced rap-
idly (within 10-20 minutes) by a factor of 3-10 at substorms.
(Substorms in the interval 2 were also accompanied by the
ENA flux enhancement in the similar way to those in the in-
terval 1 and 3.) The Geotail/EPIC observation showed that the
O+/H+ energy density ratio in the plasma sheet was immedi-
ately enhanced when local dipolarization signatures appeared,
and then increased gradually or stayed at nearly constant level
in a timescale of 60 minutes. These Geotail observations were
similar among three different locations of XGSM∼-8, -16, and
-24 RE , though data at XGSM∼-16 RE were not shown here be-
cause of page limit.

5.1. Response of outflowing ion flux to substorms
From the IMAGE/LENA observations we suppose that sub-

storms can cause sudden and drastic changes of the ion flux
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outflowing from the Earth. Since this flux change caused by
substorms is nearly comparable to that during Kp increase from
0 to 6 (i.e., threefold to tenfold) which was statistically re-
vealed by [17] and [5] (see section 1), it is important to take
substorm occurrence into consideration when we study out-
flowing ion flux. We can expect that such drastic change of
outflowing ion flux at substorms possibly affect ion composi-
tion in the plasma sheet; this issue will be discussed in section
5.2.

It is noteworthy to mention prompt response of outflowing
ion flux to the solar wind dynamic pressure, which has been
described by [11], [7], and [8]. They reported that enhance-
ments of solar wind dynamic pressure (or standard deviation
of dynamic pressure) led to bursts of ion outflow. Their res-
ults might be explained by that enhancement of the solar wind
dynamic pressure preferentially triggers substorms [9]. In ac-
tual fact, the two substorms in the interval 1 appeared to be
associated with strong compression of the magnetosphere dur-
ing high solar wind dynamic pressure, as discussed by [14]. At
the substorm onset in the interval 3 there was a weak dynamic
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Fig. 6. Energy spectra of H+ and O+ observed by Geotail/EPIC
during the first substorm in the interval 1 (top) and the substorm
in the interval 3 (bottom). Light line is for the spectra before the
onset; medium line, 10-15 minutes after the onset; and heavy line,
30-60 minutes after the onset.

pressure enhancement (from 6 nPa to 7 nPa) which is due to
slight solar wind velocity enhancement (from 650 km/s to 700
km/s). On the other hand, we found that there were no clear
pressure changes at substorms in the interval 2, but rather there
were northward turnings of the IMF with an amplitude of 10-
20 nT. It is left for future study to examine which solar wind
dynamic pressure enhancement or substorm is more essential
to the immediate increases of the ionospheric plasma outflow.

5.2. Ion composition change in plasma sheet
We consider that the first sudden enhancement of the O+/H+

energy density ratio in the plasma sheet is caused by mass-
dependent acceleration of ions at dipolarization and the sub-
sequent gradual increase of the energy density ratio is due to
an additional supply of O+ ions which are extracted from the
ionosphere at the substorm onset. This idea is supported by
energy spectral changes observed by the Geotail/EPIC instru-
ment. Top two panels of Figure 6 display H+ and O+ energy
spectra in the plasma sheet for the substorm onset at 1947
UT on 30 October 2003 (the first onset in the interval 1), and
bottom two panels, for the substorm onset at 0528 UT on 10
March 2004 (the onset in the interval 3). Different line width
means different time intervals; that is, light, medium, and heavy
lines represent energy spectra before onset, 10-15 minutes after
onset, and 30-60 minutes after onset, respectively. It was found
that the H+ energy spectra did not show significant changes in
both substorm onsets. However, the O+ energy spectra changed
drastically at the energy range of a few tens of keV to 100 keV
after dipolarization (medium line), implying that acceleration
of ions was more effective to O+ ions than H+ ions. At 30-60
minutes after the onset, we found that O+ flux in lower energy
range from 9 keV to a few tens of keV showed a further in-
crease (heavy line). The O+ increase in the lower energy range
can be explained by that extra O+ ions are transported into
the plasma sheet within 60 minutes after they are extracted
from the ionosphere at substorm onset as confirmed from the
LENA observations (Figures 2 and 4). This timescale is con-
sistent with previous studies showing that transit time of ions
from the ionosphere to the plasma sheet via the magnetic lobe
is ≤1-2 hours [2, 3, 6].
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Automated detection of Pi2 pulsations to monitor
substorm signatures: its application to real-time
data and archived data

M. Nosé, T. Iyemori, M. Takeda, T. Kamei, F. Honary, S. R. Marple, J. Matzka,
T. Ookawa, K. Takahashi, and G. Cifuentes-Nava

Abstract: Pi2 pulsations are defined as geomagnetic field variations with a period range of 40-150 s and an irregular
waveform. It is generally accepted that Pi2 pulsations appear clearly at mid- or low-latitude ground station on the
nightside in a close connection with substorm onsets. Thus nowcasting of substorm onset becomes possible, if we
monitor geomagnetic field variations and detect Pi2 pulsations in real-time. We have developed an algorithm to detect Pi2
pulsations with wavelet analysis, which is suitable for investigating waves that are limited in both time and frequency,
such as Pi2 pulsations. Using the geomagnetic field data from the Kakioka observatory, we have tested the algorithm and
found that detection results by the algorithm on the nightside are fairly consistent with those by visual inspection. Based
on this successful test result the algorithm has been applied to real-time geomagnetic field data obtained at the Mineyama
and Kakioka observatories in Japan, as well as the York SAMNET station in the U. K. since 1997. We started the Pi2
detection at Fürstenfeldbruck in Germany in July 2005, at APL (Applied Physics Laboratory) in the United States and
Teoloyucan in Mexico in September 2005. Detection results are transferred to Kyoto University via the Internet and are
available at our WWW site (http://swdcli40.kugi.kyoto-u.ac.jp/pi2/). The network of these 6 observatories will result in
more reliable detection of Pi2 pulsations, because at least one observatory is located on the nightside at any given time.
We plan to analyze archived data with this algorithm and create Pi2 database. Such database will be useful for substorm
studies.

Key words: Pi2 Pulsation, Space Weather Nowcast, Real-time Geomagnetic Field Data, Substorm Database.

1. Introduction

“Pi2” designates a type of geomagnetic field oscillations
which have an irregular waveform and a period in the range of
40-150 seconds. There have been a large number of studies on
Pi2 pulsations since 1960s [14]. Early studies have noticed that
Pi2 pulsations can be observed clearly at mid- or low-latitude
ground station on the nightside when substorms were initiated
[e.g., 16, 17, 18]. Since Pi2 is thought to be a good indicator
of substorm onset, it has been widely used in substorm studies
[e.g., 8, 9, 10]. Pi2 pulsations provide information about not
only substorm occurrence but also possible longitude of sub-
storm onset. From a longitudinal chain of ground-based mag-
netometers at mid-latitude, Lester et al. [4, 5, 6] found that the
major axis of Pi2 polarization in the horizontal plane is ori-
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ented towards the center of the substorm current wedge. This
was confirmed by Gelpi et al. [2] who investigated auroral im-
ages of the DMSP satellite and the magnetic field data from the
longitudinal chain at mid-latitude. Pi2 pulsations might be even
related to the magnitude of substorms (i.e., substorm energy),
though it is still a controversial issue. Saito and Matsushita [15]
showed that the Pi2 period is correlated with the amplitude of
mid-latitude positive bays. Takahashi et al. [21] demonstrated
a good correlation between the Pi2 amplitude and the auroral
power deduced from the ultraviolet luminosity.

Recent progress in computers and instruments for geomag-
netic field measurements allows us to obtain real-time geomag-
netic field data with a high time resolution less than 5 seconds
(typically 1 second). If we detect Pi2 pulsations from the real-
time magnetic field records, it is highly possible to obtain real-
time information about substorms such as their occurrence,
longitudinal location of onset, and magnitude. Thus the real-
time detection of Pi2 pulsations can contribute to the space
weather nowcasts.

We have developed an algorithm to detect Pi2 pulsations
automatically by wavelet analysis [11] and applied it to real-
time data at 6 geomagnetic observatories which are distributed
in 3 different longitudinal sectors (i.e., the Far East, Europe,
and North/Middle America sectors). Since the data analysis
system in these observatories are on-line, detection results of
Pi2 pulsations can be reported by e-mail to Kyoto Univer-
sity, where the results are processed immediately and become
browsable from WWW. The organization of the paper is as
follows. Section 2 describes brief introduction of wavelet ana-
lysis. In section 3 we show how wavelet analysis works for
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geomagnetic field data. An algorithm to detect Pi2 pulsations
with wavelet analysis was programmed. We show test results
of the algorithm. Section 4 introduces the real-time Pi2 detec-
tion system.

2. Wavelet Analysis

Wavelet analysis is similar to Fourier analysis in that a time
series is decomposed into orthonormal basis functions. Easier
way to understand wavelet analysis is to describe it in com-
parison with Fourier analysis. Below is a brief introduction of
wavelet analysis which was also described by Nosé et al. [11].

2.1. Wavelet analysis in comparison with Fourier
analysis

In Fourier analysis, harmonic functions (e i2π f t , where f is
frequency and t is time) are adopted as orthonormal basis func-
tions. Let h(t) and H( f ) be a given function in the time domain
and its Fourier transform in the frequency domain. The Fourier
transform equations can be expressed by

h(t) =
∫ ∞

−∞
H( f ) · ei2π f td f ,

H( f ) =
∫ ∞

−∞
h(t) · (ei2π f t)∗dt,

where the asterisk denotes the complex conjugate. The Four-
ier transform is very popular in analysis of time series data, in
particular, periodic signals; but it has a limitation which comes
from the characteristics of the harmonic functions. Since the
harmonic functions have finite values for t →±∞, Fourier ana-
lysis is sometimes not appropriate to analyze phenomena loc-
alized in time.

In wavelet analysis, a time series is decomposed into the
orthonormal basis functions which are localized in time and
limited in a specific frequency range (wavelets). Thus wavelet
analysis is a suitable method for investigating the wave power
of phenomena which are limited in both time and frequency,
such as Pi 2 pulsations. The time series is mapped to the time-
frequency domain, so the wavelet transform has two paramet-
ers which correspond to time and frequency. For a time series
x(t), the wavelet transform is expressed as

x(t) =∑
j
∑
k

α j,k ·ψ j,k(t),

α j,k =
∫ ∞

−∞
x(t) ·ψ∗

j,k(t)dt,

where α j,k is the wavelet coefficient and ψ j,k(t) is the discrete
wavelet set. ψ j,k(t) is constructed from an analyzing wavelet
φ(t), which generates the orthonormal wavelet set, by

ψ j,k(t) = 2
j
2 φ(2 jt − k),

where j and k are integers. This equation indicates that j is
related to the dilation or contraction of φ(t) and k is related
to the shift of φ(t) in the time domain. Thus j and k can be
considered as parameters of frequency and time, respectively.

2.2. Mayer Wavelet
A number of analyzing wavelets to generate the orthonor-

mal wavelet set have been found. For example, the Haar wave-
let, the Daubechies wavelet [1], and the Meyer wavelet [7] are
known. In this study we used the Meyer wavelet, because the
Meyer wavelet is band-limited in frequency. The Meyer wave-
let is expressed as follows [19, 20, 22, 23, 24]:

φ(t) =
1

2π

∫ ∞

−∞
Φ(ω)eiωtdω ,

where ω is angular frequency and

Φ(ω) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 (|ω | ≥ 8
3π)

e−iω2

[
1+ exp

{
32
3 π |ω|−2π

(|ω|− 8
3π)2(|ω|− 4

3π)2

}]− 1
2

( 4
3π < |ω | < 8

3π)
e−iω2 (|ω | = 4

3π)

e−iω2

[
1+ exp

{
− 4

3π
|ω|−π

(|ω|− 4
3π)2(|ω|− 2

3π)2

}]− 1
2

( 2
3π < |ω | < 4

3π)
0 (0 ≤ |ω | ≤ 2

3π)

.

For actual analysis we use a discrete time series and take
a finite data segment. Assuming a time series which has a
sampling rate dt and a number of data points N (N=2 n, n is
integer), we will obtain wavelet coefficients α j,k confined in
0 ≤ j ≤ n − 1 and 0 ≤ k ≤ 2 j − 1. The frequency band for
each j is 2 j/3T ≤ f ≤ 2 j+2/3T , where T is the data length
(T =Ndt). Note that the widths of time window and frequency
window covered by α j,k are T/2 j and 2 j/T , respectively. This
indicates that the wavelet coefficient with a large value of j has
high resolution in time and low resolution in frequency, and
vice versa. The Nyquist frequency is included in the frequency
range supported by the maximum value of j. Figure 1 shows
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Fig. 1. Wavelet functions ψ j,k(t) which are generated from the
Meyer wavelet with N=1024 and ( j, k) of (a) (4,8), (b) (5,8), (c)
(6,8), (d) (5,8), (e) (5,16), and (f) (5,24).
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waveforms of the wavelet functions ψ j,k(t) which are gener-
ated from the Meyer wavelet with N=1024=210. Note that the
Meyer wavelet has a symmetric waveform. From Figures 1a-1c
which give examples of wavelet functions with different values
of j (i.e., j=4-6), we see that the wavelet function with a smal-
ler value of j is more dilated than that with a larger value of j.
Figures 1d-1f display examples of wavelet functions with dif-
ferent values of k (i.e., k=8, 16, 24). For a smaller value of k, the
non-zero part of the wavelet function appears earlier in time.
Therefore we can discuss phenomena from the viewpoint of
both frequency ( j) and time (k) at once. Even if more than one
wave packets having an identical frequency appear at different
times, these phenomena are identified by wavelet coefficients
with different values of k.

3. Wavelet Analysis of Geomagnetic Field Data

3.1. Pi2 pulsation at 1620 UT on 29 March 2006
We applied the wavelet analysis to geomagnetic field data

obtained at Kakioka (27.37◦ geomagnetic latitude (GMLAT),
208.71◦ geomagnetic longitude (GMLON)) with a sampling
rate of 1 second. Figure 2 shows an example of the wavelet
analysis for data around 1620 UT on March 29, 2006, when
the Eighth International Conference on Substorms was held
at Banff, Canada. The left panels of Figures 2a-2e display
the geomagnetic field variations in the H-component for 512
seconds before the time indicated on the top of each panel.
Note that time proceeds forward in 1-minute steps from Figure
2a to Figure 2c, while in 2-minute time steps from Figure 2c
to Figure 2e. We found that a Pi2 pulsation with the period of
∼100 seconds ( f∼10 mHz) appeared at 1620-1621 UT.

The right panels show the absolute values of normalized
wavelet coefficients

√
2 j/T |α j,k| with j=4-6 corresponding to

the geomagnetic field data in the left panels. The frequency
ranges of wavelet functions with j=4-6 are 5.2-20.8 mHz, 10.4-
41.7 mHz, and 20.8-83.3 mHz, respectively. Pi2 pulsations
which have a frequency range of 6.67-25.0 mHz are mainly
represented by wavelet coefficients with j= 4 and 5. (Careful
readers may notice that the aforementioned frequency ranges
are derived in the case of N=1024. This is because we added
256 data points artificially to both ends of the 512-second data
segment before wavelet analysis; the additional data are given
to be equal to each end of the data segment. This data pro-
cessing is necessary to obtain appropriate wavelet coefficients,
in particular, when the geomagnetic field data at both ends are
largely different.) In the right panels of Figures 2b-2e we find
some wavelet coefficients having values larger than 0.5, which
are indicated by shading. These wavelet coefficients appeared
only in the time intervals when the Pi2 pulsation was initiated
and only at j=4 which covers the frequency of the Pi2 pulsa-
tion (∼10 mHz). Therefore we can identify Pi2 pulsations by
detecting large wavelet coefficients for j=4 and 5 (or possibly
j=6). The detection criteria (i.e., magnitude of wavelet coef-
ficients, etc.) will be determined empirically and depend on
geomagnetic observatories.

3.2. Pi2 detection algorithm
We have developed an algorithm to detect Pi2 pulsations

automatically. The algorithm basically consists of procedures
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Fig. 2. Examples of wavelet analysis for the geomagnetic field
data. (a) The left panel indicates the geomagnetic field variations
in the H-component at Kakioka for 512 seconds before 1620 UT.
The right panel shows the absolute values of normalized wavelet
coefficients

√
2 j/T |α j,k| with j=4-6 corresponding to the

geomagnetic field data in the left panel. (b)-(e) Same as Figure 2a
except for time of the right end of 1621 UT, 1622 UT, 1624 UT,
and 1626 UT, respectively. Wavelet coefficients with values of
≥0.5 are indicated by shading.

to analyze the H- and D-components of the geomagnetic field
data with the Meyer wavelet and to detect wavelet coeffi-
cients with j=4 and 5 which exceed the detection criterion.
From the wavelet coefficients we can estimate the amplitude
of events. Thus the detection criterion was chosen as events
having a peak-to-peak amplitude larger than 0.6 nT are identi-
fied. We tested the algorithm using the geomagnetic field data
from Kakioka on the nightside (from 1800 magnetic local time
(MLT) through midnight to 0400 MLT) in the period of Janu-
ary 2001. The data segment was taken to be 512-second long
and was shifted forward by 60 seconds at every analysis, such
as Figures 2a-2c. Events detected by the algorithm were visu-
ally inspected if they are real Pi2 pulsations.

A test result of the algorithm is summarized in Table 1. The
detection algorithm found 90 possible Pi2 pulsations. We clas-
sified these events into 4 categories according to the estimated
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(events)

Kakioka
January 2001

1800-0400 MLT

Program Detection [Wavelet Analysis]

0.6-1.2 nT 1.2-1.8 nT 1.8-3.0 nT 3.0 nT- Total

64 13 9 4 90

Visual
Inspection

Pi2 52 13 9 4 78

Non Pi2 12 0 0 0 12

Rate of
Successful
Detection

81.3% 100% 100% 100% 86.7%

Table 1. Test result of the Pi2 detection algorithm for the Kakioka data in the nighttime (1800-0400 MLT) in January 2001.

peak-to-peak amplitudes, that is, 0.6-1.2 nT, 1.2-1.8 nT, 1.8
nT-3.0 nT, and larger than 3.0 nT. From the table we found that
all of events with amplitude larger than 1.2 nT (i.e., 26 events)
were Pi2 pulsations. However, 12 out of 64 events with amp-
litude of 0.6-1.2 nT were not real Pi2 pulsations. Thus the rate
of successful detection is calculated to be 86.7% ((90-12)/90).
We consider that the Pi2 detection algorithm gives fairly good
results on the nightside (1800-0400 MLT). It is worth mention-
ing here that geomagnetic condition during January 2001 was
quiet (monthly averages of Kp and Dst indices were 2− and
−8.7 nT, respectively). During more disturbed period the rate
of successful detection might become lower, because the geo-
magnetic field variations in such period often involve a lot of
disturbances in the Pi2 frequency band.

4. Automated Detection of Pi2 Pulsations

4.1. Real-time Pi2 detection system
We have applied the Pi2 detection algorithm to real-time

geomagnetic field data obtained at low- and mid-latitude ob-
servatories. The algorithm has been implemented in the on-site
computers at the Mineyama observatory in Japan since Febru-
ary 1996 and at the York SAMNET station in the U. K. since
May 1997 [11]. Real-time Pi2 detection was started also at the
Fürstenfeldbruck observatory in Germany in July 2005 as well
as at APL (Applied Physics Laboratory) in the United States
and the Teoloyucan observatory in Mexico in September 2005.
The coordinates and locations of these 6 observatories were

(degree)
Station GGLAT GGLON GMLAT1 GMLON1

Mineyama 35.57 135.05 26.31 204.14
Kakioka 36.23 140.19 27.37 208.71
York 53.95 358.95 56.12 85.09
Fürstenfeldbruck 48.17 11.28 48.39 94.56
APL 39.17 283.12 49.37 353.87
Teoloyucan 19.75 260.82 28.76 330.34
1 Values in January 2005

Table 2. Coordinates of observatories where the Pi2 detection
algorithm is applied to real-time geomagnetic field data. GGLAT
and GGLON denotes geographic latitude and longitude. GMLAT
and GMLON means geomagnetic latitude and longitude.

shown in Table 2 and Figure 3. All observatories are located
in low- and mid-latitude of the northern hemisphere (26 ◦-56◦
GMLAT). It is noted that the observatories form a pair in 3
different longitudinal sectors (i.e., the Far East, Europe, and
North/Middle America sectors) which were separated by about
120◦ in geomagnetic longitude. Thus at a given time at least
one pair of observatories is located on the nightside where Pi2
pulsations are predominantly observed. A pair of observator-
ies provides a more robust detection of Pi2 pulsations, because
occurrence probability of entire data loss in a given sector be-
comes lower in the case of two observatories than a single ob-
servatory.

When Pi2 pulsations were detected by the algorithm, results
of detection (i.e., onset time, estimated amplitude, and wave-
form) are immediately transferred by e-mail to Kyoto Univer-
sity, Japan. The results of real-time Pi2 detection are available
from the WWW site (http://swdcli40.kugi.kyoto-u.ac.jp/pi2/).

Location of observatories in geomagnetic coordinates
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Fig. 3. Location of observatories in geomagnetic coordinates
where the Pi2 detection algorithm is applied to real-time
geomagnetic field data. Latitudinal circles of GMLAT=30◦ and
60◦ are shown with thick-dotted lines.
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4.2. Examples of Pi2 detection
Figures 4a-4c show examples of Pi2 pulsations which were

identified by the real-time Pi2 detection system. In each panel
we plotted the H-component of the geomagnetic field data
from two observatories which were at different magnetic local
time (MLT); that is, the nightside (21-23 MLT) for the top and
the dayside (12-13 MLT) or the dawn side (∼06 MLT) for the
bottom. A triangle indicates the onset time which was reported
by the detection algorithm in each observatory. A Pi2 pulsation
occurrence was reported from Fürstenfeldbruck and Teoloyu-
can at 1907 UT on May 21, 2006, which is consistent with
the visual detection (Figure 4a). Note that time resolution at
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Fig. 4. Examples of Pi2 pulsations identified by the real-time Pi2
detection system in two different longitude; (a) Fürstenfeldbruck
and Teoloyucan, (b) York and Kakioka, and (c) APL and
Mineyama.

Fürstenfeldbruck is 1 second, while that at Teoloyucan is 5
seconds. Figure 4b shows that the detection system identified
a Pi2 pulsation at 2129 UT on Feburary 23, 2006 at both York
and Kakioka. In Figure 4c there was a 1 minute difference in
the reported onset time between APL and Mineyama, though
we visually identify onset time of the Pi2 pulsation at 0405 UT
on April 21, 2006.

These events reveal that Pi2 pulsations can be observed in
two different longitudinal sectors, even if observatories are
separated by 8-10 hours of MLT. It is also found that the Pi2
pulsations in Figure 4 have no clear phase difference between
the observatories, implying that the longitudinal wave number
of the pulsation is ∼0. These results are consistent with those
by Kitamura et al. [3] and Nosé et al. [12, 13].

4.3. Pi2 database
As can be seen in Table 1 or Figure 4, the algorithm de-

veloped in this study provides a rather good result of Pi2 de-
tection. Thus we plan to analyze archived geomagnetic field
data with this algorithm and create database of Pi2 pulsations.
The database will be useful for substorm studies and will be-
come available from our WWW server in future.
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Conjugate imaging of substorms

N. Østgaard, S. B. Mende, H. U. Frey, J. B. Sigwarth, A. Aasnes, and J. M. Weygand

Abstract: Simultaneous imaging in the ultraviolet wavelengths by IMAGE and Polar of substorm onset location in
the conjugate hemispheres has shown that there exists a systematically displacement of substorm onset location in one
hemisphere compared to the other. The relative displacement of onset locations in the conjugate hemispheres was found to
be controlled primarily by the IMF clock-angle, with the dipole tilt angle as a possible second order effect. Compared with
some of the existing magnetic field models, the observed asymmetries were found to be an order of magnitude larger than
the model predictions. Statistical distribution of substorm onset locations in the southern and northern hemispheres for
different clock angles enables us to validate the IMF clock angle control. Based on ∼3000 substorm onsets in the northern
hemisphere and ∼1000 in the southern hemisphere observed by IMAGE we find a remarkable support for our previous
findings.

Key words: Substorms, IMF control, aurora, imaging.

1. Introduction

In the open magnetospheric model the IMF is assumed to be
an important controlling factor of solar wind-magnetosphere
coupling. Theoretical considerations have suggested [17, 3]
and observations have indeed shown that the IMF penetrates
the outer [15] as well as the inner [22] magnetotail. The partial
magnetospheric penetration [17] of the IMF has consequently
been implemented in the empirical magnetic field models of
Tsyganenko; T96 [18] and T02 [19, 20]. It is also well doc-
umented that the IMF orientation affects the location of the
night-side aurora [2, 4, 16, 13, 7, 5]. However, to determine
how auroral phenomena in the northern and southern hemi-
spheres can be of different intensities, asymmetric or even non-
conjugate, we need simultaneous conjugate measurements. In-
situ conjugate measurements from space are very hard to ob-
tain, because you do not know if you really are on conjugate
field lines. Conjugate imaging from ground is difficult because
you need clear sky and asymmetries that are less than the field
of view of the all-sky cameras [12]. For these reasons, conjug-
ate simultaneous global imaging from space is really what can
resolve the degree of conjugacy and non-conjugacy of auroral
phenomena. With an imaging cadence of 2 min and 1 min for
IMAGE-FUV and Polar VIS Earth camera, respectively, these
two missions have made it possible to address some of these
questions more quantitatively.

In this paper we report how simultaneous imaging from the
conjugate hemispheres has revealed that there exists a system-
atically displacement of substorm onset location in one hemi-
sphere compared to the other [9, 10]. Furthermore, we show
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how this asymmetry is confirmed by a huge dataset of substorm
locations from the IMAGE mission [6]. Finally, we identify
some questions that naturally arise from these findings.

2. Substorm onset location in the conjugate
hemispheres

In our first study [9] we investigated thirteen events where
we had conjugate simultaneous images of substorm onsets and
auroral features that could be easily identified. One of these
events are shown in Figure 1. To identify the IMF orientation
we used 10-min-average of the IMF data from Wind and ACE
time-shifted to X = −10RE assuming planar propagation of
the solar wind. In agreement with predictions [3] we found
that, for southward IMF, there exists a systematic hemispher-
ical asymmetry of substorm onset locations. This asymmetry
is strongly correlated with the IMF clock angle (the clockwise
angle with respect to the northward direction see Figure 2A)
and that the relative displacement (∆MLT) can be expressed
as a linear function of IMF clock angle ranging from 90 ◦ to
270◦ (i.e., for southward IMF). We interpreted these findings
as the magnetic tensions force acting on open magnetic field
lines before reconnecting in the magnetotail or simply the IMF
penetration of the magnetosphere. Based on a slightly larger
data set [10] we found that the dipole tilt angle may act as
a secondary controlling factor (next to the IMF) of the auroral
asymmetries in the conjugate hemispheres. This would be con-
sistent with the field aligned currents (FACs) being stronger
in the winter than in the summer hemispheres. Such stronger
night-side winter FACs were indeed found by [8] but not in the
statistical distribution of FACs based on Iridium measurements
[1]. We want to emphasize that the correlation coefficient for a
possible dipole tilt angle effect was relatively poor (0.56) and
further studies are needed to see if this effect is real. Another
result reported in that paper [10] was that the two empirical
magnetic field models T96 [18] and T02 [19, 20] field models
replicate qualitatively the IMF induced asymmetries, but un-
derestimate this effect by an order of magnitude. This is an im-
portant result with implications for field-line mapping, either
to find conjugate points in the two ionospheres or at different
locations in the magnetosphere. In a recent paper [14] it was re-
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Fig. 1. September 13, 2001. (a)-(c) IMAGE WIC images from
the northern hemisphere and VIS Earth images from the southern
hemisphere mapped onto apex magnetic coordinates. (d) The
Quick-look AE index from Kyoto, Japan. (e) The peak (thick)
and the 50% intensity contour (thin) local time location for the
substorm onset in the southern (dashed) and the northern (solid)
hemisphere. (f) The IMF in GSM coordinates measured by Wind
(solid) and ACE (dashed) time-shifted to X=-10 RE. This figure
is from [9].
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Fig. 2. (A) Statistical distributions and average of substorm
onset locations in the northern (black) and southern (dashed)
hemispheres for 5 different clock angle intervals of 60◦ using
both Wind and ACE data. IMF coordinates are shown in the
middle and clock angle is positive in the clockwise direction. (B)
Average location of substorm onset as a function of IMF clock
angle in the northern hemisphere. (C) Same for the southern
hemisphere. (D) ∆MLT versus clock angle. Dotted line and
crosses: Simultaneous imaging [10], black dashed line: Predicted
by T02, black diamonds: points derived from (B and C), i.e.,
difference between average southern and northern locations, black
line: regression line for black diamonds. Panel A and D were also
shown by [11].
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ported north-south asymmetries of the aurora that partly sup-
port and partly contradict this simple linear function (∆MLT
versus clock angle). It should be noticed, however, that the
asymmetries were small, ∆MLT=0.02-0.2 and such small fluc-
tuations might have other causes (e.g., FAC) than IMF.

To further investigate this asymmetry we have analyzed the
substorm onset locations determined from IMAGE-FUV im-
ages from year 2000 to 2004 [6]. This dataset comprises 2760
and 978 substorm onset locations from the northern and south-
ern hemisphere, respectively. For each of these substorms we
have determined the 10-min-average IMF clock angle from
ACE and Wind data time shifted to -10RE using a slightly
more sophisticated propagation method [21]. Cases where the
clock angle varied more than 40◦ within the 10-min averaging
interval have been excluded. In order to get sufficient statistics
we binned the onset locations (MLT) in 60◦ intervals of IMF
clock angles determined from both Wind and ACE data and
calculated the average location for substorm onset in each bin
for northern and southern hemisphere separately. The number
of substorm locations ranges from 92 (southern hemisphere
30◦-90◦) to 547 (northern hemisphere 90◦-150◦). Figure 2A
shows the distribution and average onset location in the north-
ern (black) and southern (dashed) hemispheres for 5 of the 6
clock angle intervals. Figure 2B and C show the average sub-
storm locations as a function of IMF clock angle (black dia-
monds) for northern and southern hemisphere, with a fitted co-
sine function overlaid (solid line). In Figure 2B you can see
the relative asymmetry (southern minus northern average on-
set location) of the average onset locations. Even if the slope of
the regression line (black line) is not as steep as derived from
our simultaneous imaging data (dotted line), which one should
expect from the averaging, these statistical results demonstrate
that the asymmetries are still a factor 5 larger than T02 predicts
(dashed line).

As mentioned a time-shift of the IMF orientation to -10RE

has been used. Considering that there is a response time for the
IMF orientation to affect the inner magnetosphere, this may
imply that a near-Earth neutral line has to form prior to the on-
set. On the other hand, if the IMF control on the inner magneto-
sphere is the effect of magnetic field lines reconnected at the
far neutral line convected earthward a much larger time-shift
is needed. To address this, we will (in the near future) check if
other time-shifts, e.g., to -50RE, -100RE or even -100RE plus
60 min, will give a similar systematic IMF control.

3. Conclusions

In this paper we have reviewed and discussed our main res-
ults from analyzing global imaging data by IMAGE and Polar.

(1) There exists a systematical asymmetry of substorm onset
locations in the conjugate hemispheres, which is found to be
controlled primarily by the IMF clock angle.

(2) Compared with some of the existing magnetic field mod-
els, the observed asymmetries are an order of magnitude larger
than the model predictions.

(3) These results have been compared with the statistical dis-
tribution of substorm onsets observed by IMAGE for different
clock angles. Based on ∼3000 substorm onsets in the northern
hemisphere and ∼1000 in the southern hemisphere we find a

remarkable support for our previous findings. The asymmetries
are at least 5 times larger than model predictions.
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Time history effects at the magnetopause:
hysteresis in power input and its implications
to substorm processes

M. Palmroth, T. I. Pulkkinen, T. V. Laitinen, H. E. J. Koskinen, and P. Janhunen

Abstract: The energy input processes through the magnetopause are examined in the GUMICS-4 global MHD simulation.
We demonstrate that the energy input through magnetopause is strongly controlled by the IMF clock angle, but also on
the previous level of magnetic activity. This hysteresis appears in a variety of model runs, and seems to originate from the
nature of magnetopause reconnection. These results are shown to imply that the substorm energetics is directly driven by
the incoming energy. Based on these results, the differences between the substorm dynamics and substorm energetics are
discussed.

Key words: Global MHD simulations, Reconnection, Substorm energy budget.

1. Introduction

The traditional view of the energy input from the solar wind
into the magnetosphere is that it is modulated by the solar wind
and interplanetary magnetic field (IMF), which control the rate
of dayside reconnection [6]. However, a global MHD simu-
lation GUMICS-4 [7] has recently shown indications that the
energy transfer through the magnetopause may not only be a
function of the present, but also of the past solar wind and IMF
conditions [12]. In other words, the energy input through the
magnetopause shows hysteretic behavior with respect to the
driving solar wind and IMF parameters so that more intense
driving implies large energy input even after the driving has
already weakened. This result has important implications to
the substorm process [13]: The simulation results indicate that
if the energy input is evaluated from a quantitative analysis
at the magnetopause, energy dissipation in the tail and in the
ionosphere are quite directly proportional to it, not showing
the characteristic time delays one gets when comparing obser-
vational proxies for the driver and the ionospheric dissipation.

In this paper we examine the energy transfer through the
magnetopause. Based on series of simulation runs performed
using artificial solar wind and IMF driver conditions we dis-
cuss the processes at the magnetopause contributing to the hys-
teresis and the associated time delays. A particular substorm
event is used to discuss the implications of the hysteresis on
the global energetics and its possible interpretation in substorm
processes. In comparisons with observational data, ionospheric
dissipation is assumed to be proportional to the AE index [1],
while the energy input is parametrized by the often used ε
= (4π/µ0)vB2l20 sin4(θ/2), where µ0 is the vacuum permeab-
ility, v solar wind speed, l0 = 7RE a scaling parameter, B
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the IMF magnitude, and θ = tan−1 (BY /BZ) the IMF clock
angle [2].

2. GUMICS-4 global MHD simulation

The GUMICS-4 global MHD simulation [7] solves the ideal
MHD equations in the solar wind and in the magnetosphere,
and is coupled to an electrostatic ionosphere at the inner bound-
ary at 3.7 RE . The upstream boundary conditions (either meas-
ured or idealized) are given by solar wind and IMF condi-
tions at the sunward boundary of the simulation. The iono-
spheric simulation takes the field-aligned currents and electron
precipitation at the inner boundary of the simulation mapped
along dipole magnetic field lines, and feeds the MHD part with
new solution of the electric potential. For more details of the
code structure and setup see e.g. [10]. Quantitative methods
have been developed to extract the amount of energy entering
through the magnetopause surface sunward of X = −30RE

[10], reconnection behavior [9], and energy dissipation in the
ionosphere (including contributions from both Joule heating
and particle precipitation) [11].

3. Event study

A moderate substorm (AE maximum of about 500 nT) on
August 15, 2001, was simulated with GUMICS-4 to examine
the energy transfer and dissipation during actually observed
solar wind conditions. Fig. 1 shows the observed ε parameter
giving a proxy for the driver conditions and the AE-index giv-
ing a proxy for the ionospheric energy dissipation [1]. Over-
plotted in a different scale, we show the power transfer through
the magnetopause and the ionospheric dissipation evaluated
from the simulation. While there is a clear time shift between
the observed ε and energy input through the simulation mag-
netopause, the dissipation time sequences have quite similar
temporal evolution (with the exception that the simulation does
not see the rapid rise in dissipation at substorm onset).

The bottom parts of Fig. 1 show the time differences even
more clearly. The four hodograms show the various input and
dissipation parameters plotted against each other. It is clear that
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using the observational proxies, the system shows increasing
input leading to a later dissipation of energy (top left hodo-
gram). The same is true if the ε is computed from the simula-
tion at the magnetopause and compared with the dissipation in
the simulation ionosphere (top right). However, the plot show-
ing the hodogram between ε and the energy input through the
magnetopause (bottom left) demonstrates that the time delay
associated with the varying solar wind and dissipation in the
ionosphere is associated with processes occurring already at
the magnetopause; the hodogram between ε and magnetopause
energy input is identical in shape to those comparing ε and
ionospheric dissipation. On the contrary, if one examines the
energy input through the magnetopause as computed from the
simulation and compares that with the energy dissipation in
the ionosphere, there is almost no time delay associated with
the ionospheric dissipation (bottom right). Hence, the energy
transferred through the magnetopause is quite directly processed
by the system.
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Fig. 1. Substorm on Aug 15, 2001. (a) Energy transfer rate
through the magnetopause from GUMICS-4 in 1012 W (gray,
thick line) and measured ε transferred to the magnetopause (black,
thin line, scale on the right). (b) Ionospheric dissipation from
GUMICS-4 in GW (gray, thick line) and measured AE-index
(black, thin line, scale on the right). (c) Hodogram of the
observed ε vs. AE index. (d) ε vs. ionospheric dissipation, (e)
magnetopause energy transfer vs. ε, and (f) magnetopause energy
transfer vs. ionospheric dissipation all from GUMICS-4. The start
points are marked by the large filled circle [13].

4. Energy transfer processes at the
magnetopause

To systematically investigate the energy transfer at the mag-
netopause, we ran four simulations with controlled solar wind
data. In the four runs, the solar wind dynamic pressure p dyn

and magnetic field intensity were kept constant, while the IMF
was rotated in the Y Z plane from clock angle θ = 0◦ to 360◦
with 10◦ steps such that each clock angle value was kept con-
stant for 10 minutes. The full rotation thus lasted for 6 hours.
The simulation was initialized by running a steady northward
IMF for one hour before the rotation started at the sunward
wall of the simulation box. Table 1 summarizes the input para-
meters.

Fig. 2a-d presents the instantaneous distributions of energy
transfer for Run #1, integrated from the nose of the magneto-
pause to -30 RE in the tail. Each sector shows the sum of en-
ergy transfer taking place in the angular direction shown in
the outer circle, viewing from the Sun looking tailward. The
IMF clock angle at the time for which the distribution is plot-
ted is indicated with the black arrow. Fig. 2e shows the total
integrated energy across the entire magnetopause as a func-
tion of the clock angle (solid line). The vertical dashed lines
indicate the times for which the instantaneous energy trans-
fer distributions are shown above. The dashed line in Fig. 2e
shows the function sin2(θ/2) scaled to same minimum and
maximum intensity. We use the second power of θ/2 instead
the fourth (which would give a functional form similar to that
of the ε parameter), as it is a better representative of the sim-
ulation results. Thus, the simulation indicates that the energy
transfer through the magnetopause scales rather more like the
electric field (sin2(θ/2)) than ε (sin4(θ/2)).

The gray area, normalized to 800 GW at the outer circle,
and negative values in the line plot indicate energy input from
the solar wind into the magnetosphere. For the energy trans-
fer there is no information on the distance at which the en-
ergy transfer occurs; however, we have previously shown that
the energy transfer occurs predominantly Sunward of the X =
−10RE [10]. The black circles plotted over the energy trans-
fer sectors highlight the locations where reconnection is likely
to occur (for a characterization of magnetopause reconnection,
see [9]) ranging from the nose of the magnetopause (center of
the panel) to the dawn-dusk terminator.

In Fig. 2a, the IMF has rotated for over an hour to θ = 60 ◦.
The energy transfer occurs at dawn (dusk) high-latitudes in the
northern (southern) hemisphere. Although reconnection does
not yet reach the very nose of the magnetopause, it already has
a low-latitude component. Hence, the open field lines travel to
nightside through dawn (dusk) high latitudes in the northern
(southern) hemispheres [4]. As demonstrated in [10], the geo-
metry between the magnetosheath bulk flow and the tailward
moving open field line demands that Poynting vector points
towards the magnetopause. This implies that electromagnetic
energy, which forms the largest component of the transferring
energy in all runs at all times, is focused toward the magneto-
pause at locations where field lines convect to the nightside.
This also explains why the energy is mainly transferred sun-
ward of X = -10 RE [10]: Tailward of that distance the field
lines are already more aligned with the magnetosheath bulk
flow, making the Poynting vector component perpendicular to
the magnetopause small.
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In Fig. 2b the energy is still being transferred in the dawn
(dusk) sectors in the northern (southern) high latitudes, per-
pendicular to the reconnection line. As the low latitude recon-
nection has now fully started, the high latitude convection and
consequently the amount of energy over dawn (dusk) sectors
in the northern (southern) hemisphere has been enhanced. In
Fig. 2c, the clock angle has rotated to 240◦. During the negat-
ive IMF y component, the open field lines convect through the
dusk (dawn) sector on the northern (southern) hemisphere [4],
which is also where the largest energy transfer is taking place,
again due to Poynting flux focussing.

Curiously, in Fig. 2c, the dawn (dusk) high latitude sectors
in the northern (southern) hemisphere show more enhanced
energy transfer than dusk (dawn) sectors in Fig. 2b, although
the driving conditions in the solar wind and IMF are identical
during these two time instants (except for the sign reversal of
IMF y component). Furthermore, the reconnection line is more
aligned to low latitudes than in Fig. 2b. Both facts imply that
(1) convection has not altogether ceased from dawn (dusk) sec-
tors in the northern (southern) hemisphere, and that (2) there is
stronger convection taking place in dusk (dawn) high latitudes
in Fig. 2c than in Fig. 2b. Consequently, more energy is be-
ing transferred during θ = 240◦ than during θ = 120◦, which
shows also in Fig. 2e. As speculated in [12], this may be due
to hysteretic behavior of magnetopause reconnection.

In Fig. 2d, the energy transfer is still larger than during θ =
60◦ (Fig. 2a), although the driving conditions during these two
time instants are similar (except for the sign reversal of IMF
y component). The larger energy input in Fig. 2d is due to
more enhanced convection in the primary energy transfer sec-
tors perpendicular to the reconnection line. The more enhanced
convection in these sectors may be explained by the orientation
of the reconnection line, which is located at slightly lower latit-
udes (about from 320◦ to 140◦, whereas in Fig. 2a it is aligned
from 30◦ to 210◦). Furthermore, the low latitude reconnection
has not ceased and the reconnection is still taking place at the
nose of the magnetopause (unlike in Fig. 2a). Hence, the com-
parison of Figs. 2a and 2d suggests that the reconnection line
rotation follows the IMF rotation with a delay, explaining the
larger energy input in Fig. 2d.

The time delay between the scaled sin2(θ/2) and the total
energy transfer is 30 minutes after the due southward IMF in
Fig. 2e. For other runs specified in Table 1 the temporal evol-
ution of the total energy transfer is similar as in Fig. 2e [12].
However, the time lag, computed by finding the best correla-
tion for the energy transfer with the sin2(θ/2) after due south
IMF, is different in the other runs (Table 1): For larger IMF
the time lag increases, while for larger pressures the time lag
decreases. The IMF dependence of the time lags support the
hypothesis that reconnection processes may be involved in the
hysteretic behavior of energy transfer. The pressure depend-
ence may be caused by the smaller size of the magnetopause
when the pressure is large that reduces time scales associated
with propagation through the system.

5. Summary and discussion

In this paper, we have presented evidence that in GUMICS-4
global MHD simulation the energy transfer through the mag-
netopause does not directly follow the solar wind driver. Based

Table 1. Synthetic run parameters.

Run # |IMF| [nT] pdyn [nPa] time lag [min]
1 5 2 30
2 10 2 40
3 5 8 20
4 10 8 30

on the simulation results, it appears that after the reconnection
has fully begun, it remains active although the driver condi-
tions in the solar wind subside. This is observed in the follow-
ing aspects in the simulation results:
(1) The reconnection line reaches over the subsolar position
after due south IMF, although before the due south the line is
discontinuous over the subsolar position (compare Figs. 2a and
2d);
(2) The reconnection line follows the IMF rotation with a delay,
and thus stays more aligned to low latitudes after due south
IMF (compare Figs. 2a and 2d, 2b and 2c); and
(3) The tailward convecting field lines remain open until the
tail reconnection closes them, and during the convection the
Poynting flux continues to focus toward the magnetopause (com-
pare Figs. 2b and 2c).

These observations from the simulations suggest that the
magnetopause reconnection is not only a function of the solar
wind driver, but also depends on whether reconnection has pre-
viously been active.

In order to test these results, a series of other test runs were
performed. The results (not shown) indicate that the hysteresis
is a general property of the simulation, not dependent on the
run or driver details: The dawn-dusk asymmetry effects of the
corotation electric field and Hall conductivity in the ionosphere
were tested by a run where the IMF rotation occurred in a
counter-clockwise direction. The results were identical to those
with clockwise rotation. Possible asymmetry effects related to
rotation of the clock angle rather than changing IMF z com-
ponent was tested by rotating the IMF back from due south-
ward through positive By (clockwise rotation from 0 to 180◦
and counter-clockwise rotation from 180 to 0◦). Again, the
hysteretic behavior was observed, but this time with a shorter
time delay. The speed of the IMF rotation does not eradicate
the hysteresis: runs with twice as fast and twice as slow rota-
tion also show hysteretic behavior, but again with a different
time delay. An interesting question is what happens if the IMF
is rotated clockwise a second time: In this case, after IMF being
northward, the energy input followed the IMF rotation as the
clock angle increased, identically to what was found during the
first rotation. After due southward IMF, the energy input again
showed hysteretic behavior with a time delay similar to that in
the first rotation. Thus, the northward IMF situation erases the
magnetopause memory of past driving.

The ε parameter is frequently used to parametrize energy
transfer processes at the magnetopause. Our simulation results
indicate that
(1) The ε parameter does not accurately account for the en-
ergy input after the IMF has been negative, i.e., after periods of
strong driving. During such conditions, the reconnection line
remains at low latitudes and energy input remains large;
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Fig. 2. in Run #: a-d) Instantaneous distributions of azimuthal
magnetopause energy transfer at angles indicated by dashed
vertical lines in panel (e). Grey areas indicate inward (towards
magnetosphere) energy to sectors shown outside the outer circle.
The sectors scale from 0 GW at the center to 800 GW at the
outer circle. The IMF clock angle direction is indicated by a
black arrow, while the black circles show the locations where
reconnection is likely to occur [9]. e) Total transferred energy as
function of clock angle (and time); the dashed line is sin2(θ/2)
scaled to maximum and minimum of the energy transfer curve.

(2) The energy transfer through the magnetopause is best rep-
resented by a function proportional to sin2(θ/2), indicating
that the energy transfer is better correlated with the solar wind
electric field scaling as sin2(θ/2) than the ε parameter or Poyn-
ting flux scaling as sin4(θ/2).

These results would imply that the energy input after the
substorm onset(when IMF turns northward or becomes less
negative) is not accurately accounted for by using either ε or
EY as a proxy for the energy input. The simulation results also
hint for a stronger dependence of the energy transfer processes
on the dynamic pressure than has been assumed before [12].

Recently, [8] criticize the dynamics in the global MHD sim-
ulations for being too directly driven by the solar wind and IMF
driver. They assert that the ”substorm in the magnetotail is hys-
teretic: Magnetic flux is added to the tail until the threshold of
a still-undetermined instability in the tail is reached at which
point unloading begins with the onset of a substorm”. They
suggest that the tail stability properties are asymmetric: An in-
stability is triggered when a critical current density in the tail

Fig. 3. Schematic of energy transfer process: (1) Epsilon
in the solar wind; (2) Energy transferred through the
magnetopause shows delay with respect to epsilon; (3)
ionospheric energydissipation shows delay with respect to epsilon,
but only a small delay with respect to energy input through
magnetopause.

is reached. Quenching of the instability occurs when the cur-
rent density decreases to below another critical current density,
smaller than what was required for the instability triggering.
Using such formulation leads to a loading-unloading cycle in
a driven current sheet even under continuous, steady driving.
However, it is interesting to note that no such implementation
of critical current density thresholds is needed at the global
GUMICS-4 MHD simulation magnetopause to get the hys-
teretic behavior of the dayside reconnection line location and
energy transfer efficiency.

The results presented here have possible implications in sub-
storm dynamics and global energetics that follow. The sub-
storm dynamic cycle can be described in the framework of a
loading–unloading process: Growth-phase-associated enhanced
energy input leads to a slow change of the magnetospheric state
that at a later time allows for a global reconfiguration during
the substorm expansion phase [3]. Because of this, and because
of the time delays between the solar wind driver parameters
such as ε and dissipation proxies such as AE, the energetics has
been interpreted to also show signatures of loading and unload-
ing. However, several studies indicate that this may not be the
case: As demonstrated by [15], the energy input during the ex-
pansion phase, not prior to it, controls the substorm size as de-
termined by ionospheric dissipation. Furthermore, [5] and [14]
show respectively that only about a third of substorms show
prior tail flux loading, and that there is no critical threshold of
lobe magnetic flux that would lead to the substorm onset; these
results also would indicate that the energy input prior to the on-
set is necessary for the configuration change to occur, but not
to powering the substorm [13]. Lastly, the GUMICS-4 results
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shown here and in [13] indicate that the time delays between
the system input and output are nonexistent if one compares
the actual energy input through the magnetopause to the iono-
spheric dissipation, while they do arise if one uses ε as a proxy
for the energy input (see Fig. 3). Hence, if reconnection proves
to be hysteretic in nature as the simulation suggests here and in
[12], some of the time delays associated with the system input
and output that have been interpreted as loading-unloading sig-
natures, may already arise from processes taking place at the
magnetopause.
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Observing the MLT and L-shell dependence of
ground magnetic signatures of the ionospheric
Alfvén resonator

A. Parent, I. R. Mann, and K. Shiokawa

Abstract: The ionospheric Alfvén resonator (IAR) is a natural resonant cavity in the upper ionosphere that can effectively
trap shear Alfvén waves within its boundaries, causing them to form a vertical standing wave pattern. The effects of
the IAR are observable as discrete spectral features in ground magnetometer data in the 0.1 to 10 Hz range. To date,
many studies of ground magnetic signatures of the IAR have focused on observations over time at a single site. In
an attempt to understand the global extent of the resonator, we present results of a preliminary study in which we
characterize IAR features across a network of stations, mostly within the Canadian sector. We quantify the evolution
of IAR eigenfrequencies at each site by analyzing the variation of harmonic frequency values and discrete harmonic
frequency spacing over time, and we present the dependence of these properties on magnetic local time (MLT) and
L-shell. From our results it can be seen that IAR signatures observed at sites across a wide range of longitudes have
characteristics which are ordered by magnetic local time. The IAR eigenfrequencies typically become apparent between 16
and 18 MLT, in the late afternoon/early evening hours, and then increase in frequency, with discrete harmonics becoming
spaced further apart, with increasing MLT. Towards midnight, the rate of frequency increase with MLT/UT is observed to
slow, with harmonic frequencies reaching a plateau before in some cases decreasing between midnight and 05 MLT. A
potential L-shell effect can also be observed by lining up IAR signature onset times and comparing the average frequency
spacing between discrete IAR harmonics. The lowest L-value station exhibits the smallest average harmonic frequency
spacing and the lowest and most linear rate of increase in harmonic frequency spacing with time. Plans for future work
involve further observational studies of IAR magnetic signatures, which will be important in improving our understanding
of the physics of the ionospheric Alfvén resonator and its effect upon magnetosphere-ionosphere interactions.

Key words: ionosphere, magnetosphere-ionosphere coupling, ULF waves.

1. Introduction

The ionospheric Alfvén resonator (IAR) is a resonant cav-
ity that is believed to form in the upper ionosphere between
two regions of large Alfvén velocity gradients [e.g., 1, 3, 6]. It
is thought to be stimulated by the generation of shear Alfvén
waves in the E-layer, which may be triggered by electromag-
netic emissions due to thunderstorm activity [1, 8], or possibly
by fluctuations in the E-region neutral wind [7]. The Alfvén
waves, traveling along geomagnetic field lines, can undergo
partial reflection at velocity gradients, leading to a vertical stand-
ing wave pattern in the upper ionosphere within the resonant
cavity (see e.g., papers in a special IAR-related issue of the
Journal of Atmospheric and Solar-Terrestrial Physics, Vol.62,
No.4, March 2000).

The excitation of the IAR can be observed as distinct spec-
tral features in ground magnetometer data in the 0.1 to 10
Hz range. This frequency range includes Pc1-2 geomagnetic
pulsations (0.1 to 5 Hz) within the ULF band [5], and extends
into lower frequencies of the ELF band. We characterize IAR
features occurring over one day, September 25, 2005, across a
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collection of magnetometer stations predominantly in the Ca-
nadian sector. We quantify the evolution of IAR eigenfrequen-
cies by determining discrete harmonic frequency values and
the average frequency spacing between adjacent harmonics as
a function of time at each site. This preliminary study allows
us to investigate procedures that can be used to quantify IAR
resonance features in ground magnetic data. These are the first
steps towards performing more in-depth observational studies
of the resonator. Ultimately, by characterizing the variation of
IAR features with L-shell and magnetic local time, we hope
to better understand how the observed IAR features might be
used to monitor in real-time the local structure of the topside
ionosphere above a point of observation (i.e., a ground magne-
tometer site).

2. Data Analysis

2.1. Search Coil Magnetometer Network
The network of search coil magnetometer instruments used

in the September 25, 2005, study is shown in Figure 1. Four
of the stations used are located in Canada, while a fifth (UZR)
is located near Lake Baikal in Russia. Station details, includ-
ing coordinate locations, L-values and instrument information,
are summarized in Table 1. The 10 Hz instruments at PKS,
HRP, LCL and UZR are remnants of the Solar-Terrestrial En-
ergy Program (STEP) Polar Network that operated between
1991 and 1997. For more information, refer to the website:

Int. Conf. Substorms-8 : 225–230 (2006) c© 2006 ICS-8 Canada
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http://www-space.eps.s.u-tokyo.ac.jp/ hayashi/. The 64 Hz in-
strument at ATH is operated by the Solar-Terrestrial Environ-
ment Laboratory (STELAB) and is housed by Athabasca Uni-
versity Geophysical Observatory. ATH station information can
be found on the website:
http://stdb2.stelab.nagoya-u.ac.jp/index/canada.html.

Fig. 1. Search coil magnetometer locations in Russia (top) and
Canada (bottom). The grid shows lines of geographic latitude and
longitude.

L-value Magnetometer Info.

Lat Long Cadence, Available Axes

62.0 306.6 4.61 64 Hz, H and D

60.7 315.3 4.23 10 Hz, D only

59.7 348.1 4.00 10 Hz, D only

59.5 315.7 3.94 10 Hz, H and D

48.37 181.94 2.30 10 Hz, H and D

Station CGM

 UZR, Uzur, Russia

 ATH, Athabasca

 PKS, Parksite 

 HRP, Hornepayne

 LCL, Lucky Lake

Table 1. Summary of search coil magnetometer station locations
and relevant instrument details.

2.2. Dynamic Spectra Visualizations of the IAR
Signatures of the IAR, observed in the dynamic power of

the D-component (magnetic east-west direction) at each site on
September 25, 2005, are shown in Figures 2 and 3 as a func-
tion of Universal Time (UT) and magnetic local time (MLT),
respectively. The plots from each station listed in Table 1 are
shown from top to bottom with decreasing L-value. Data from

the 10 Hz induction magnetometer stations (PKS, HRP, LCL,
UZR) was processed using a sliding FFT Hanning window,
with a length of 2000 points and a 250 point time step. The
64 Hz induction data from ATH station was processed with a
Hanning window length of 12800 points and a 1600 point time
step. For all stations, a uniform frequency resolution of 5 mHz
and time resolution of 25 seconds were hence obtained.

The IAR signatures are easily identified as the upward slop-
ing, stripe-like structures in the dynamic power spectrograms
of Figures 2 and 3. The signatures shown are quite typical of
magnetic observations of the resonator [e.g., 2, 3, 9]. Multiple
resonance bands (discrete harmonics) generally become vis-
ible in the early evening (local time) and increase in frequency,
with harmonics becoming spaced further apart, towards local
midnight. In some observations of the IAR, harmonics can be
seen to decrease in frequency and become spaced closer to-
gether as local time progresses from midnight into early morn-
ing [9]. Some evidence of this tendency can be seen in the sig-
natures of ATH, PKS and LCL stations, between 00 and 05
MLT in Figure 3.

In Figure 2, in which dynamic power has been plotted as
a function of UT, IAR signatures in the ATH, PKS and LCL
plots are the most distinctive. Exact onset times are difficult
to determine since the discrete banded structure emerges only
gradually from the background noise. However, the signatures
at these three sites appear to become visible at roughly the
same time, around 01 UT, on September 25. This is not sur-
prising, as these stations are located within a small range of
longitude (about 10 degrees), and would be rotating into local
evening hours at roughly the same UT. It is also interesting to
note that in the case of these stations, the power in the discrete
frequency signatures of the IAR as compared to background
noise (the modulation depth), is observed to increase signific-
antly around 02 UT. IAR features at HRP station are quite dif-
fuse in comparison, with eigenfrequencies difficult to distin-
guish from the noise, representing a low modulation depth. We
would expect IAR signatures at HRP to become visible at an
earlier UT, since the station is located about 30 degrees east
of the ATH, PKS and LCL stations. However, this is not the
case, and the IAR signatures at HRP actually seem to appear
at a later UT than they do for the other three stations. Finally,
in Figure 2, the UZR station signatures are seen to occur at
a much later UT than at any of the other stations. This makes
sense since the longitudinal location of the site is very different
from the Canadian sector stations. In the course of Universal
Time, the Canadian stations rotate into evening first, and the
IAR signatures seen during the nighttime at these sites are, in
this study, being compared to the IAR signatures seen at the
Russian site as UZR rotates hours later into the evening sector.
The UZR signatures appear for a much smaller time interval
than those seen at the other stations in the Canadian sector.

In Figure 3 essentially the same signatures are displayed,
however, their evolution has been plotted as a function of mag-
netic local time. Most importantly, the signatures for all sta-
tions shift in time (from Figure 2 to Figure 3) and become dis-
tinct in the late afternoon /early evening hours of MLT, between
16 and 18 MLT. The biggest movement of IAR signatures oc-
curs for UZR station, which shifts from an onset at about 11
UT in Figure 2 to 18 MLT in Figure 3. It is evident then, that
for this day at least, as the stations rotate into the evening sec-
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ATH  L = 4.61

PKS  L = 4.23

HRP  L = 4.00

LCL  L = 3.94

UZR  L = 2.30

Fig. 2. Dynamic power spectrograms of dD/dt as measured by
the magnetometer stations listed in Table 1, in order of decreasing
L-shell, as a function of UT. Frequency in Hz is displayed along
the ordinate axes, while the abscissa indicates hours of Universal
Time, starting at 20 UT on September 24 and running until 00
UT on September 26, 2005. The color-scale represents logarithmic
power in arbitrary units. White arrows indicate UT points of local
midnight (00MLT). For data processing details, see the text.

tor, the IAR signatures appear in ground magnetic data. This
represents a significant MLT effect, indicating that IAR char-
acteristics can be organized by MLT over an extended range of
longitudes.

In examining the plots of Figure 3, there appears to be evid-
ence for an L-shell effect as well. The higher L-shell stations
(ATH, PKS, HRP and LCL) are perhaps too close in L to ex-
hibit an observable difference when the dynamic power plots
are compared by eye. However, the signatures at UZR sta-
tion, occurring at a significantly lower L-value, appear to ex-
hibit visible differences. The harmonic frequency bands are
narrower in frequency and more closely spaced together. Fur-
thermore, the signatures exhibit a less steep slope and evolve in
a more linear fashion as time progresses. A more quantitative
analysis is presented below and will serve to better measure the
differences and similarities of the IAR features at these sites.

ATH  L = 4.61

PKS  L = 4.23

HRP  L = 4.00

LCL  L = 3.94

UZR  L = 2.30

Fig. 3. IAR resonance features in the dynamic power
spectrograms of dD/dt as a function of MLT. Frequency in Hz
is shown along the ordinate axes. In the top four panels, the 24
hours of MLT (displayed along the abscissa) were formed using
data from the UT days: September 24 and 25, 2005. The bottom
panel was formed from the UT days: September 25 and 26, 2005.
Magnetic data was processed in the same way as in Figure 2; see
text for details.

2.3. Quantifying IAR Signatures
A technique based upon the ‘interactive on-screen cursor

click’ technique of [4] was used to quantify IAR signatures
in this study. IAR harmonics were identified by clicking on
the magnified dynamic spectra. An illustration of the technique
applied to ATH station data is shown in Figure 4. The identi-
fied frequency values for each harmonic were then plotted as
a function of time, as in Figure 5. This method exploits the
fact that the human eye is an excellent natural filter. It yielded
harmonics which were very consistent with dynamic spectra
visualizations.

3. Results: IAR Eigenfrequency Evolution

The variation of discrete harmonic frequency values with
magnetic local time is shown in Figure 6. In each panel, fre-
quency values for a specific harmonic number, N, are plot-
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Fig. 4. Harmonic frequency values were determined by clicking
on the displayed dynamic power plot. White diamonds indicate
where eigenfrequency values were identified with a cursor click.
This example shows dD/dt dynamic power spectra for ATH
station on 25 September, 2005.

Eigenfrequency Evolution:  dD/dt  ATH Station
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Fig. 5. The evolution of resonance features is thus quantified by
plotting eigenfrequency values as a function of time. The plot
shows results for ATH station on 25 September, 2005. The time
resolution is 20 minutes.

ted for all stations that exhibited the harmonic. The plots are
ordered by increasing harmonic number from bottom to top.
The precise pinpointing of IAR signature onset times is a del-
icate task involving the local signal to noise response of the
instrument, and the comparison of relative power at discrete
IAR eigenfrequencies as compared to power at adjacent fre-
quencies. In this preliminary study, it is important to note that
the onset times as shown in Figure 6 are only roughly estim-
ated by eye. In future studies, a more systematic determination
of IAR signature onsets may allow onset times to be compared
with, for example, ionospheric sunrise/sunset times (at differ-
ent ionospheric layer heights) to determine if a relationship can
be observed.

Consider first the fundamental frequency values plotted in
the bottom panel of Figure 6. For all stations, the approxim-
ate onset times occur between 16 and 18 MLT, confirming the
MLT effect observed and discussed in Section 2.2. In addition,
the turning points, where the upward-sloping discrete harmon-
ics are seen to flatten out and begin to slope downward, oc-
cur for all sites between 00 and 03 MLT. The observations
at these sites on this particular day suggest that IAR signa-
tures can be organized according to magnetic local time re-
gardless of longitudinal location, as their onset times tend to
become aligned in the late afternoon/early evening MLT hours,
and their turning points tend to become aligned around mid-
night/early morning MLT.

IAR Eigenfrequency Values
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Fig. 6. Variation of harmonic frequency values with magnetic
local time, as determined from analysis of dD/dt dynamic
power spectra. In each panel, frequency values of a specific
harmonic number, N, are plotted for each station. Stations and
corresponding symbols are indicated in the legend.
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In Figure 6, the lowest harmonic (N = 1) eigenfrequencies
at PKS and LCL behave very similarly, as might be expec-
ted since these sites are located close to each other and their
local ionospheres may share comparable characteristics. The
fundamental harmonic at ATH starts off like that of PKS and
LCL, however the positive gradient signature flattens out at a
lower frequency value. The stations at HRP and UZR exhibit
more unique IAR behavior with respect to the fundamental
frequency. The fundamental mode harmonic at HRP shows
the lowest frequency values of all the stations, while at UZR,
the first harmonic consists of the highest frequency values. It
should be noted that the identification of this harmonic as the
fundamental one, in the case of UZR station, was very diffi-
cult, owing to the large amount of magnetic activity in the Pc1
range occurring around 18 – 21 MLT.

Regarding the higher order harmonics displayed in Figure
6, the discrete IAR eigenfrequencies at each site behave, in
relation to one another, very much as they did in the funda-
mental frequency case. For N > 1, IAR signatures at ATH fol-
low more closely the behavior of signatures at PKS and LCL.
As N increases, HRP continues to exhibit the lowest harmonic
frequency values. At N = 3 and 4, the eigenfrequencies at UZR
decrease, approaching those of ATH, PKS and LCL stations,
however it can also be seen that the UZR signatures display
a slightly less steep slope as frequency values increase with
MLT. Finally, in the N = 5 plot, it becomes too difficult to
quantify higher harmonic frequency values for UZR and HRP
stations. The fifth harmonics at PKS, ATH and LCL behave in
a similar manner.

In addition to considering absolute frequency values of IAR
harmonics at each site, it is also of interest to calculate the aver-
age frequency spacing between adjacent harmonics as a func-
tion of time. This quantity, sometimes referred to as frequency
scale, effectively describes how spread apart, on average, the
discrete eigenfrequencies are, and its time dependence indic-
ates how the spreading evolves (e.g., linearly or non-linearly)
and at what rate. In Figure 7, the evolution of harmonic fre-
quency spacing is presented as a function of MLT. The general
IAR trend involving an increase in frequency scale over time
towards midnight, and then a decrease into the early morning
hours is observed here. The frequency spacing of the ATH,
PKS and LCL signatures initially evolve in a similar manner,
from 17 - 22 MLT. After this time, the frequency scales devi-
ate. The harmonic spacing at ATH increases quickly between
22 and 23 MLT, and then its positive gradient lessens gradu-
ally until, from 02 - 03 MLT, a decrease in spacing occurs.
Beyond 22 MLT, the frequency spacing at PKS and LCL in-
crease fairly linearly until abrupt drop-offs at about 03 MLT.
The discontinuous drop-offs in frequency scale are artifacts of
the disappearance of quantifiable upper harmonics that are sig-
nificantly spread out in frequency. The subsequent decrease
in frequency scale at PKS and LCL indicates that the eigen-
frequencies become more closely spaced together as they de-
crease in frequency into the early morning hours of MLT.

The average frequency spacing between IAR harmonics is
at all times the lowest at HRP and UZR. In comparing these
two stations at each MLT in Figure 7, it is clear that on aver-
age the discrete IAR harmonics are closer together at HRP than
they are at UZR. Consider now another plot of the average har-
monic frequency spacing at each station, shown in Figure 8. In

Average Frequency Spacing as a Function of MLT 
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Fig. 7. Average frequency spacing between adjacent IAR
harmonics at each station, as a function of MLT. The legend
indicates stations and corresponding symbols.

Average Frequency Spacing with Station Onset Times Aligned 
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Fig. 8. Average frequency spacing between adjacent IAR
harmonics with signature onset times at all stations lined up.
The data series shown in Figure 7 have essentially been shifted
in time so their first data points coincide. The abscissa indicates
time intervals during the evolution of eigenfrequencies and does
not indicate specific MLT or UT instances. See text for more
details.

this figure, the onset times of the IAR signatures at each site
have been lined up to coincide with each other. This allows the
evolution of frequency scales to be compared from a common
starting point (onset time), regardless of when, in MLT, the
signatures at each site actually occurred. Hence, the frequency
scales plotted in Figure 7 have been shifted in time in Figure 8,
so that their first data points occur simultaneously at an arbit-
rary time. Note that as a result the abscissa in Figure 8 indicates
general time intervals only, essentially measuring the evolution
of IAR signatures from the moment they become apparent in
magnetic data (exhibit onset). The time axis does not indicate
specific MLT or UT instances. In Figure 8, it can be seen that
UZR station exhibits the lowest average frequency spacing as
harmonics evolve. Compared to the other stations in Figure 8,
UZR also demonstrates the lowest increase in frequency scale
from onset time until its IAR signatures disappear, as well as
the most linear increase in frequency scale during this time
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period. UZR is the lowest L-shell station, with an L-value of
2.30, and it may be possible that Figure 8 is revealing the L-
shell effect that was more qualitatively observed in Section 2.2.
The harmonic frequency spacing at ATH, which is the highest
L-shell station with L = 4.61, exhibits the highest frequency
values, the sharpest increase over time and the most non-linear
trend. The frequency scales of the intermediate L-value sta-
tions, PKS, HRP and LCL, do not show a clear ordering of be-
havior according to L-value in Figure 8. But the differences on
average between the higher L stations, in particular, ATH, and
the lowest L station, UZR, are marked. This L-shell effect has
been reported in previous studies of the IAR, in which high and
low L observations have been compared [e.g., 3]. It has typic-
ally been found that at lower L-shell stations, as compared to
higher L stations, the average frequency spacing between ad-
jacent harmonics is lower and does not exhibit as much of a
dependence on local time from the early evening into the night
hours.

4. Summary

A preliminary investigation of ground magnetic signatures
of the ionospheric Alfvén resonator has been conducted on
September 25, 2005, across a network of five search coil mag-
netometer sites. This preliminary study has allowed us to ex-
plore and evaluate methods that can be used to quantify IAR
resonance features in ground magnetic data. We have determ-
ined that a visual on-screen determination of eigenfrequencies
is a reasonable and promising quantification technique. Gen-
eral observations of IAR features are consistent with the res-
ults of previous studies. In particular, we have found that when
IAR signatures, observed at sites spread across a range of lon-
gitudes, are organized by MLT, their onsets tend to become
aligned, occurring within a few hours of each other in MLT.
The IAR eigenfrequencies emerge from the background noise
between 16 and 18 MLT, in the late afternoon/early evening
hours, and initially increase in frequency, with harmonics be-
coming spaced further apart, over time. At some sites, the har-
monic frequencies are observed to plateau and then
subsequently decrease in frequency between midnight and 05
MLT. There is also evidence for an L-shell effect when the av-
erage frequency spacing between discrete IAR harmonics is
displayed, this being especially clear when IAR signature on-
set times at different stations are made to coincide. The lowest
L-value station exhibits the smallest average frequency spacing
and the lowest and most linear rate of increase in harmonic fre-
quency spacing over time.

Future work involving the IAR will consist of the analysis
of magnetic signatures over a longer time interval and a lar-
ger network of stations. This will allow us to quantify the oc-
currence rates of IAR excitation and better analyze the de-
pendence of the properties of IAR features on MLT, L-shell,
sunrise/sunset times and geomagnetic activity level. We are
also interested in examining the relationship between struc-
tured Pc1-2 pulsations and resonant IAR eigenfrequencies. Over-
all, this research effort has provided a solid foundation for fu-
ture studies to build upon. Expanded studies will ultimately en-
able us to explore the global character of the spectral features
of the ionospheric Alfvén resonator, and the extent to which

observed IAR characteristics can be used as a real-time mon-
itor of the structure of the topside ionosphere.
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Strong stretching in dusk sector: stormtime
activations and sawtooth events compared

N. Partamies, T. I. Pulkkinen, E. F. Donovan, H. J. Singer, E. I. Tanskanen, R. L.
McPherron, M. G. Henderson, and G. D. Reeves

Abstract: Using superposed epoch analysis methods, we analyze two sets of events: one of stormtime activations having
some characteristics of sawtooth events, and another set of events defined as sawtooth events. We compare and contrast
these data sets and show that the sawtooth events are associated with slightly lower than average solar wind driving but
the differences are small. While the both sets of events are associated with a positive excursion of the SYM-H index,
the stormtime activations show a clearer signal in the ASY-H index highlighting the role of the partial ring current in
such events. In the inner magnetotail, both sets of events show qualitatively similar injection and field dipolarization
characteristics. We conclude that the repetition period of the sawtooth events is an internal property of the magnetosphere
not related to the particular driving conditions that prevail during the sawtooth events.

Key words: stormtime substorms, sawtooth events.

1. Introduction

Sawtooth events are large-amplitude quasi-periodic oscilla-
tions of energetic particle fluxes and the magnetic field at geo-
synchronous orbit recurring with a period of about 2–4 hours
[2, 4]. It is often reported that the particle injection is vir-
tually simultaneous across several local time sectors (up to
12 hours). The events frequently occur embedded in magnetic
storms when the solar wind driving is relatively strong and the
interplanetary magnetic field (IMF) is continuously southward
for a longer period of time. A distinct characteristic of these
events is that the geosynchronous magnetic field can become
highly stretched not only in the midnight sector but also in the
evening sector reaching all the way to the dusk meridian and
very close to the Earth [10]. An active debate is presently going
on as to whether or not sawtooth events are recurring substorms
[12] or a distinct class of activity.

Magnetospheric activity during storms is highly complex
with strong fluctuations seen in a wide range of local time sec-
tors. While some features (such as electrojet enhancements,
geostationary orbit injections or tail field dipolarizations) some-
times resemble those found during non-storm substorms, at
other times they do not: Not all stormtime activations identified
from ground magnetometer data correspond to tail signatures
typically associated with substorm; there are several types of
stormtime activations of which only some resemble non-storm
substorms [9].

In this paper, we analyze stormtime activations during the
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year 2004. To address the question about whether sawtooth
events form a special class of events, we also analyze a set of
sawtooth events. We compare and contrast superposed epoch
analysis results of both sets of events using measurements in
the solar wind, in the geostationary orbit magnetosphere, and
in the auroral and mid-latitude ionosphere.

2. Data set

A statistical analysis was performed for all storms with Dst
less than −75 nT during the year 2004. For each storm, ground
magnetic recordings from the IMAGE network in the Scand-
inavian sector [18] and the CARISMA network in the Cana-
dian sector [13] were visually examined to identify rapid elec-
trojet enhancements exceeding about 200 nT. The activation
onset was defined to be an electrojet enhancement on the ground.
This analysis produced a list of 150 activations. For each of
these events, the geosynchronous energetic electron fluxes and
the geosynchronous magnetic field from the LANL and GOES
satellites, the symmetric and asymmetric ring current indices
(SYM-H, ASY-H) and the auroral electrojet (AL) index, as
well as the solar wind parameters and the interplanetary mag-
netic field (IMF) from the ACE satellite [7, 15] were examined.
In combining the results in the form of a superposed epoch ana-
lysis, an epoch time of three hours before and after the onset
was used.

The geosynchronous magnetic field inclination is defined as
the angle between the Earth’s magnetic field vector and the
equatorial plane in solar magnetic (SM) coordinates to best ac-
count for the differences in the dipole tilt angles for the dif-
ferent activations. In the SM coordinates, the Z axis is aligned
with the dipole axis, X axis is in the plane defined by the dipole
axis and the Sun-Earth line, and the Y axis completes the right-
handed triad. The magnetometers onboard the GOES satellites
provide a direct measurement of the magnetic field [14]; in
addition, the electron anisotropy properties measured by the
LANL magnetospheric plasma analyzers (MPA) were used to
infer the field direction [17]. If the half-hour mean value of the
inclination before and after the onset changed by more than
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four degrees, the event was categorized as having a magnetic
field dipolarization associated with the electrojet enhancement.
Similarly, if the half-hour average of the geosynchronous elec-
tron fluxes increased by a factor of two from before to after the
onset, the event was categorized as having an injection. Note
that this definition does not necessarily guarantee that the flux
levels increase above the levels observed prior to the substorm
growth phase.

Because of the rapidly recurring onsets, the time delays al-
lowed for these to occur were limited to ±30 minutes. Thus,
a few events may have been misidentified as not having an in-
jection or dipolarization due to the errors caused by the delays
associated with particle drift times and/or substorm current
wedge expansion times in the tail. For the same reason, the en-
ergetic particle injection study was limited to the rapidly drift-
ing electrons. However, it is interesting to note that the injec-
tions and dipolarizations did not necessarily occur in the same
local time sector. About a third of the stormtime activations did
not show an injection or a dipolarisation at geosynchronous or-
bit simultaneously with the ground onset.

Our objective is to assess whether sawtooth events are in
some identifiable way different from stormtime activations. Thus,
we selected a subset of the stormtime activations that have
characteristics most like the individual sawtooth onsets. Per-
haps the most prominent characterizing property of the saw-
tooth events is strong field stretching at geosynchronous orbit
extending to local times far duskward of the midnight sector.
On this basis, we restricted our attention to the subset that con-
sists of those stormtime activations (24 events) that showed
extreme stretching in the dusk side magnetosphere. Our cri-
terion was that the minimum inclination in the evening sector
was less than 30◦. We remind the reader that this subset is not
comprised of sawtooth events, but rather events that resemble
the individual activations during sawtooth events.

A similar superposed epoch analysis was performed for the
same solar wind, geosynchronous, and ionospheric parameters
for a set of 138 sawtooth events selected from the period 1999–
2002.

3. Statistical results

3.1. Solar wind parameters
A selection of the solar wind parameters for both data sets is

shown in Fig. 1, where the superposed epoch analysis results
of the stormtime activations (solid lines) are compared with
the superposed epoch analysis results of the sawtooth events
(dotted lines). The data measured by instruments onboard the
ACE satellite located in the L1 point upstream of the Earth
have been propagated to the magnetopause (to the distance of
10 RE upstream of the Earth) using the upstream distance of
the satellite from the magnetopause and the average solar wind
speed during that period.

The Z-component of the IMF (top panel) is more negative
(by about 5 nT) during the stormtime activations. There is a
clear minimum in BZ around the onset time for the stormtime
activations. For the sawtooth events a less pronounced min-
imum occurs about half an hour prior to the onset time, which
indicates that these sawtooth events are not, for the most part,
triggered by IMF northward turnings.
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Fig. 1. Superposed epoch analysis of the IMF BZ (top), the solar
wind dynamic pressure (second panel), velocity (third panel) and
the Y component of the solar wind electric field (bottom). The
stormtime activations are shown with solid lines and the sawtooth
events are shown with dotted lines. All parameters are median
filtered.

The solar wind dynamic pressure (second panel) changes
are very small for both event sets varying between 2.0 and
4.5 nPa throughout the whole epoch. The solar wind velocit-
ies (third panel) are relatively steady, but the average speed for
the stormtime activations is almost 100 km/s higher than for
the sawtooth events.

The solar wind electric field (bottom panel) is stronger and
more variable for the stormtime activations than for the saw-
tooth events. The typical behaviour of the electric field shows
a maximum at the onset time for the stormtime activations,
while the sawtooth related electric field is more steady show-
ing a broad, slight, maximum during the hour before the event
onset.

3.2. Ionospheric activity
To study the ionospheric activity during the stormtime ac-

tivations and the sawtooth events we analysed the asymmetric
and symmetric ring current indices, ASY-H and SYM-H, as
well as the local auroral electrojet (AL) index calculated from
the CARISMA and IMAGE magnetometer networks. We call
this the pseudo-AL index. These indices are plotted in Fig. 2.

ASY-H (top panel) shows only small fluctuations for the
sawtooth events, but it is enhanced by about 20 nT around
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Fig. 2. Superposed epoch analysis of the asymmetric ring
current index ASY-H (top), the symmetric ring current index
SYM-H (middle), and the auroral electrojet index, the pseudo-AL
(bottom). The stormtime activations are shown with solid lines
and the sawtooth events are shown with dotted lines.

the onset of the stormtime activations. This indicates that the
stormtime activations are more clearly associated with a strong
partial ring current. SYM-H (middle panel) has a decreasing
trend for the whole epoch of the stormtime activations. There
is a similar increase in the index value at the onset time of both
the sawtooth events (about 10 nT) and the stormtime activa-
tions (about 15 nT). Even though the partial ring current has
been shown to be strongly enhanced during sawtooth events
[10, 11], the superposed epoch result highlights the large-scale
nature of both the sawtooth events and the stormtime activa-
tions with all local times showing injection and field dipolar-
ization producing a positive effect at the mid-latitude ground
magnetograms. The pseudo-AL index (bottom panel) shows
a substorm-like decrease at onset for both data sets, but the
negative deflection is several 100 nT deeper for the stormtime
activations than it is for the sawtooth events. The onset-related
decrease is also steeper for the stormtime activations than for
the sawtooth events. For the stormtime activations the decrease
is consistent with our selection criteria.

3.3. Geosynchronous observations
The magnetic field inclination changes and energetic particle

injections were recorded by multiple spacecraft at geostation-
ary orbit, in most cases giving a good local time coverage

around the Earth. For each event, each of the measuring satel-
lites was binned into one of the five local time sectors: 12–18,
18–22, 22–02, 02–06 and 06–12 MLT. This allows us to exam-
ine the superposed epoch results in the different local time sec-
tors separately. The results for the field inclination are shown
in Fig. 3 and the electron data are shown in Fig. 4. As the
satellites at different local times are also at different magnetic
latitudes, the field inclination changes are not similar every-
where: a satellite at the equator would measure only a decrease
in BZ but no change in field inclination, while a satellite off the
equator would measure strong stretching and dipolarization of
the field. Here we have made no attempt to correct for these
differences; field inclinations are averaged as they were meas-
ured. For the electron data, the averages were computed using
the logarithms of the fluxes to avoid domination of one or a
few strong events.
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Fig. 3. Superposed epoch analysis of the field inclination angle
at 18–22 MLT (top), 22–02 MLT (middle) and 02–06 MLT
(bottom). The stormtime activations are shown with solid lines
and the sawtooth events are shown with dotted lines.

By the selection process, the stormtime activations show a
very stretched field in the evening sector prior to the onset. The
average field dipolarizes rapidly at substorm onset returning to
the average value preceding the growth phase. The dipolariza-
tion signature is clear also in the midnight sector. The morning-
sector field inclination increases as well, although in that local
time sector there is hardly any stretching of the field prior to the
onset. The sawtooth events are characterized by strongest field
stretching near midnight sector; the stretching–dipolarization
cycle is clearly visible in the evening and midnight sectors. In
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Fig. 4. Superposed epoch analysis of the energetic electron
injections for the energies of 50–75, 75–105, 105–150, 150–225,
225–315 keV. The stormtime activations are shown in the left
panels and the sawtooth events are shown in the right panels.

the morning sector, the field inclination shows a small jump
beginning slightly before the onset time.

The injection characteristics for both stormtime activations
and sawtooth events show very similar behaviour: There is
a clear flux dropout observed at all local times in the hour
preceding the onset, and almost simultaneous injections at all
local times. Even the flux values are quite similar for both
data sets indicating similarity in the overall field configuration
(spacecraft mapping to similar radial distances in the equat-
orial plane). Interestingly, both data sets show a periodic signa-
ture with a prior injection about 2.5 hours prior to the selected
onset time. This would indicate that the 2.5-hour periodicity
reported in association with the sawtooth events is a more gen-
eral feature of the magnetospheric activity (see also [3]).

4. Discussion

We have analysed the typical behaviour of the solar wind
parameters, IMF, geosynchronous magnetic field and injections
as well as the ionospheric activity for a set of stormtime activa-
tions and sawtooth events. The sawtooth events were compared
to the stormtime activations that most resemble observations
during individual sawtooth injections: highly stretched dusk
sector field followed by field dipolarization and injection over
a wide local time sector (a subset of 24 events). The solar wind
electric field and IMF BZ are on average somewhat stronger
for the dusk sector stormtime activations than for the sawtooth

events. The solar wind speed is also clearly higher during the
stormtime activations than during the sawtooth events. In the
ionosphere, the stormtime activations are related to stronger
activity as described by the pseudo-AL index. These events are
also associated with more intense partial ring current than the
sawtooth events. While by the selection criterion, the storm-
time activation data set had stronger stretching in the even-
ing sector, the geostationary orbit observations in general were
very similar for both data sets.

The geostationary injection data show a periodicity with a
prior activation about 2.5 hours earlier than the selected onset
time. The signature is visible as well in the sawtooth event data
as in the stormtime activation data. The latter indicates that
the periodicity is perhaps related to an internal mangetospheric
time scale. Interestingly, Borovsky et al. [3] find that averaged
over all activity conditions, so-called periodic substorms recur
at a rate of every 2.75 hours, very close to the values seen in
both data sets studied here. The period is also similar to the
recovery time of the substorm electrojets in the auroral iono-
sphere, while it is clearly longer than substorm recovery times
in the midtail plasma sheet (∼20 min) or at the geostation-
ary orbit (∼90 min) [8]. In the magnetotail, the key config-
uration change that is required before the onset is the forma-
tion of a thin current sheet in the inner part of the magneto-
tail [11]. During non-storm conditions, the growth phase time
scale during which the current sheet intensifies sufficiently to
allow the breakup instability to grow is about 30–60 min, i.e.,
much shorter than the recurrence period [6]. Thus, while the
parameters controlling recurrence of magnetospheric activity
remain unresolved, it seems that the recurrence period associ-
ated with sawtooth events is not a characteristic of this special
class of events but a more general property of the Earth’s mag-
netosphere.

The similarity of the driving conditions during stormtime ac-
tivations and sawtooth events also points to a common origin
of these events. The larger solar wind speed during the storm-
time activations may either be a true effect or be due to the
fact that the stormtime activations were selected during 2004,
during the declining phase of the sunspot cycle. During the de-
clining phase, there is a higher occurrence frequency of coronal
high speed streams driving geomagnetic activity [5, 16]. How-
ever, it is the solar wind electric field rather than the solar wind
speed itself that controls the level of geomagnetic activity [1].
As the driving electric field was quite similar for both cases, it
would seem that the sawtooth events occur preferentially dur-
ing slower speed and steadier BZ; confirming this would re-
quire a larger dataset of both event types covering similar solar
wind conditions.

Both sets of events tend to occur during decreasing SYM-
H, i.e., storm main phases under strong driving. The sawtooth
events and the stormtime activations show a similar positive
deflection of the SYM-H, while the signature in ASY-H is
strong during the stormtime activations and negligible during
the sawtooth events. This indicates that the both sets of events
have a wide local time range of the injection/dipolarization
front. Even though case studies have shown the strong concen-
tration of stretching in the evening sector [10], the sawtooth
events seem to be better characterized by their large local time
extent than by a concentration of activity in the evening sector.
As the auroral electrojet activity is almost at a normal (non-
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storm) substorm level [4], the resemblance of these activations
to large substorms occurring close to the Earth is further em-
phasized.

In summary, the examination of stormtime magnetic activ-
ations shows that it is possible to select a subset of substorm-
like activations in the ionosphere that have the characteristics
in the driving solar wind, in geosynchronous field and particle
measurements and auroral ionospheric currents that are very
close to those observed during sawtooth events. Furthermore,
the periodicity of the sawtooth events is repeated both in recur-
rent substorms and in stormtime activations, indicating that it
is not a defining property of sawtooth events. We thus conclude
that the sawtooth events are substorm-like activations that oc-
cur in sequence when the solar wind conditions are sufficiently
constant to allow for the intrinsic magnetospheric time scales
to control the activity repetition rate.
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An attempt to locate substorm onsets using Pi1
signatures

V.A. Pilipenko, I.I. Tchebotareva, M.J. Engebretson, J.L. Posch, and A. Rodger

Abstract: Pi1 observations, because of their higher frequency, hold the promise of providing better temporal resolution
for accurate timing of substorm onsets, thus continuing to be a matter of considerable importance for evaluation of
competing substorm mechanisms. In this presentation we show that the same Pi1 signatures detected by the ground
magnetometer array can be used also for the spatial location of substorm onsets. We have used data from Antarctic
search-coil magnetometers. To locate an ionospheric source of Pi1 signatures we have applied a method of emission
tomography that was previously used in seismology. The source image reconstruction algorithm uses scanning of the
volume under investigation; for each of the grid points a coherency measure for multi-channel data is calculated. For
the source image reconstruction we have introduced a coherency measure, that may be coined the nonlinear semblance.
Though the Antarctic stations are elongated in one direction, that is not favorable for tomography methods, the results
obtained seems to be very promising for locating substorm onsets with ground magnetometer data.

Key words: substorm onset, ULF pulsations, auroral activation, tomography.

1. Introduction

Accurate timing and locating of substorm onsets continues
to be a matter of considerable importance as the space phys-
ics community tries to evaluate competing onset mechanisms.
Although UV satellite imagers provide onset location of unpar-
alleled quality, the paucity of satellites and their limited ima-
ging cadence underscore the need for complementary, ground-
based monitoring techniques. The long-period nature of Pi2
signals provides only approximate timing (∼few min). A spa-
tial pattern of Pi2 signatures in the auroral region is rather com-
plicated, which hampers a straightforward backward ray tra-
cing. Pi1 observations, because of their higher frequency, hold
the promise of providing better temporal resolution (∼few sec)
[1]. In contrast to longer-period Pi2 signals, part of Pi1 wave
burst can be trapped in the ionospheric waveguide and propag-
ate along the ionosphere nearly isotropically.

2. Current understanding of Pc1/Pi1 signal
propagation from an ionospheric source

The ULF waves in the Pc1/Pi1 band are expected to be pro-
duced through field-aligned injection of the localized Alfven
wave into the ionosphere. MHD waves in the frequency range
around 1 Hz are regarded to propagate in the horizontal direc-
tion after being trapped in the upper ionosphere. Thus, a ho-
rizontal profile of Pc1/Pi1 magnetic signals is determined by
both the mode conversion from incident Alfven waves into ho-
rizontally propagating fast magnetosonic waves owing to an-
isotropic Hall conductance and trapping of the fast wave in
the ionospheric F-layer [4]. The spatial and frequency depend-
ences of the ground magnetic signal are to be different in two
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separate regions: in the injection center and in a region with
distance much larger than the scale of the incident wave. In
the center (r < r0, where r0 is the scale of localization of the
incident wave), ground magnetic field disturbances have the
same spatial properties of intensity and polarization as those
of an incident Alfven wave. In the far-off region (r >> D,
where D is the scale of the waveguide), the electromagnetic
field of the fast wave is dominant. In the intermediate trans-
ition region between those two regions a numerical approach
is necessary to describe the wave pattern.

In a two-layer model (1-magnetosphere, 2 - ducting F-layer),
a fast wave with knV

(2)
A < ω < knV

(1)
A is trapped: it is ver-

tically evanescent in the magnetosphere and simultaneously is
propagating along the ducting layer. The horizontal wave num-
ber kn increases in association with an increase of frequency:
at the lower cutoff it is ω/V

(1)
A and tends to be ω/V

(2)
A in the

higher frequency limit. Both phase and group velocities tend
to V

(1)
A at the lower cutoff frequency and to V

(2)
A at higher fre-

quency. Each harmonic wave has a minimum group velocity
less than the ionospheric Alfven velocity V

(2)
A . However, the

effective average damping rate and apparent propagation velo-
city are expected to be substantially lower, because in the cent-
ral and intermediate regions the signal is dominated by Alfven
waves and horizontal propagation does not play a significant
role. The important results of analytical and numerical models
of MHD wave excitation and propagation in the ionosphere [3]
are summarized as follows:

The observed damping rate is about 10dB/100km as a max-
imum in the injection region and about 2.5dB/100km in the
region beyond 500 km. Spatial attenuation is larger in the day-
time than in the nighttime;

The ducted wave has a lower cutoff frequency. Attenuation
of the ducted wave is generally minimized at the lower cutoff
frequency. The attenuation of ducted waves propagating off the
geomagnetic meridian is larger than in the meridian plane.

It would be fair to say that we are not aware of any observa-
tional study that has unambiguously shown that Pi1 propaga-
tion along the Earth’s surface is due to ionospheric waveguide
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propagation. However, the approach used here does not in fact
depend on the actual propagation mode, but just assumes iso-
tropic horizontal propagation from a source with some aver-
aged velocity.

3. Observational data

We analyze Pi 1 signatures detected by an array of Antarctic
search-coil magnetometers. The locations of these stations are
shown in Figure 1. Pi1 were observed predominantly when the
ground stations were near local midnight (within several hours
of MLT). The coordinates and codes of Antarctic stations can
be found elsewhere.
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Fig. 1. Map of search-coil magnetometers in Antarctica. Solid
lines denote geomagnetic coordinates, and dotted lines denote
geographic coordinates.

4. Algorithm of the source location

To locate an ionospheric source of Pi 1 signatures we have
applied the method of emission tomography that was previ-
ously used in seismology [5]. This method does not require a
picking of onset arrival time in contrast to many other methods
of a signal source location. Therefore, it makes it possible to
locate simultaneously a few interference events, events with
illegible onsets, and events with very weak signals that are
nearly obscured by noise. The method permits the processing
of both one component data and three component data with po-
larization focusing. In seismology, emission tomography can
provide three-dimensional seismic source distribution, i.e., es-
timation of their azimuths, apparent distances, and depths.

The idea of the method is as follows. Suppose that a small
volume radiates a weak signal with a simple structure, e.g., a
spherical wave in a homogeneous medium. In a realistic me-
dium, the signal trajectory may be distorted due to velocity
inhomogeneity, but a spatial signal coherence remains. This
fact is used for source detection. The source image reconstruc-
tion algorithm uses scanning of the volume under investigation
over the points of a grid. For each of the grid points a coher-
ency measure for multi-channel data is calculated. One derives

the spatial distribution of the coherency measure that charac-
terizes the emission properties of a medium by scanning the
structure over a multi-dimensional rectangular grid.

For the source image reconstruction a different coherency
measure may be used, traditionally the semblance S [7]. If
there is no coherent component in recorded data and only in-
dependent evenly distributed Gaussian noise is present on each
channel, the semblance has a β-distribution with expected mean
and variance [5]. That is, when no signal is present, semblance
maps provide a uniform distribution of brightness. When co-
herent signals from an emission source occur in the noise-like
wave field, a bright spot appears in the reconstructed image.
Semblance sharply increases for those grid points which are
closer to the source. Semblance is a function of the signal-to-
noise ratio and for a weak signal equals to the product of the
signal to noise ratio and the number of channels.

The scale of the bright spot around the probable source loc-
ation in the image is proportional to the dominant signal wave
length. We had intended going to process signal with large
wave length, but preliminary analyses of real data resulted in
poor spatial resolution. That is why in this work we decided to
use another coherent measure. Numerical simulation and ana-
lysis of real data has shown that the use of this new coher-
ent measure greatly improves the quality of source images and
results in a considerably better spatial resolution. The conven-
tional semblance S is described by the formula

S =

∑T
j=1

(∑K
i=1 fij(τi)

)2

∑T
j=1

∑K
i=1 f2

ij(τi)
(1)

where fij is the instantaneous amplitude of the j-th sample at
the i-th recording site, K is the number of channels, and T is
the time window length in samples. The parameter τ i is the
time shift in the i-th channel appropriate to the path of a hypo-
thetical signal from a focused grid point, and determined by the
propagation with velocity V . In this version of the algorithm
isotropic propagation is assumed, but it could be extended to
the case of non-isotropic propagation. The term in parenthesis
in the S numerator is coined linear or conventional beamform-
ing. Instead, we use N-th root beamforming that is known to
have a better directivity [6]. Our new measure, which may be
coined a nonlinear semblance, is described by the formula

S =
K2

∑T
j=1 B2

j∑T
j=1

∑K
i=1 f2

ji(τi)
− 1 (2)

where

Bj = |bj |N bj =
1
K

K∑
i=1

|fij(τi)|1/N sign{fij(τi)}

Here K , T , fij , and τ are the same parameters as for the con-
ventional semblance (1), Bj is the N-th root beamforming, and
N is the parameter of nonlinearity. Here we use N = 4 and
one-component data. We have added -1 in the formula (2) be-
cause in this case in absence of signal the semblance is close
to zero, S → 0.
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4.1. Pre-processing: The choice of frequency band and
an apparent propagation velocity

Spectra of raw data show that Pi1 burst are broadband sig-
nals with spectral enhancement around 0.1 Hz (Figure 2). There-
fore, raw search coil magnetometer data (H-component) have
been preliminary band-pass filtered in the frequency band 0.05-
0.3 Hz. The focusing process, that is the search of optimal

Fig. 2. Power spectral density of raw data from various Antarctic
stations (indicated by different line patterns) for the event of
January 03, 2001.

parameters for the brightest image of S, has been performed
as follows. The start time is chosen in such a way to include
the Pi1 burst onset from all stations into an interval to be ana-
lyzed. The length of the interval, or time window T , is to be
larger than duration of signal burst.

The additional complications for the source location method
is caused by the fact that the actual propagation velocity of
a signal along the ionosphere is unknown. The idea of the
optimal choice of an apparent average velocity is as follows.
Test-and-try modeling provides the brightest (as characterized
by the brightness rate S) and most focused image of a source
when the selected apparent velocity of a signal matches the
actual velocity.

5. Examples of the Pi1 source location with
the nonlinear semblance algorithm

For each of the events below we show stacked line plots of
raw search coil data with Pi1 signals. Two examples of Pi1
indicators of substorm onset will be analyzed and presented.

5.1. February 26, 2001 (day 057)
An intense Pi1 burst is evident at US (SPA, MCM) and Brit-

ish sites (A80, A81, A84) and Australian stations (MAW, DAV,
CSY) around 0121 UT (Figure 3). The start time chosen is
0121 UT, and the time window is T =450s. The best-fit velo-
city was determined to be V =120 km/s.

The distribution of nonlinear semblance S constructed for
this event is shown in Figure 4 as color-coded brightness. The

MC
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A81

A80

1:00 1:30 2:00

February 26, 2001     DOY=057     1:23:27 UT

A84

Antarctic search coil data     1 nT/s/tick

Fig. 3. The stacked raw magnetograms of Antarctic search-coil
magnetometers for the event of February 26, 2001 (day 057).

semblance algorithm has found the epicenter of the Pi1 signal
in an extended area equatorward from station A81.

5.2. January 3, 2001 (day 003)
A relatively weak substorm onset occurred at 0234 UT. Pi1

activity on raw records is evident at the two lowest latitude
sites (A80, A81), and much weaker traces are at P3 and SPA
(Figure 5), but on filtered records onset becomes evident at
sites A80, A81, P1, P3, P5, SPA, and MCM. The start time
is 0229 UT, and the time window is T =200 s. The best-fit
velocity was determined to be V = 75 km/s. The Pi1 source
location as determined by the algorithm is westward from SPA-
P2 stations (Figure 6). This event shows that the algorithm is
able to determine the source location even when a source is
distant from the station array.

6. Conclusion

The location of available stations was very unfavorable for
the emission tomography algorithm: practically all stations form-
ed 1D array extended in North-South direction. However, even
under these unfavorable conditions the nonlinear semblance al-
gorithm has provided rather reasonable and consistent results.
We suppose that this algorithm would be much more efficient
for an actual 2D array. Hence, a dense spatial array of magne-
tometers sensitive to 0.1-1 Hz activity (both search coil instru-
ments and low-noise fluxgate instruments) may provide both
improved localization and timing information. The limited spa-
tial range of Pi1 may prove to be an advantage in localizing
onsets, and the range over which onsets stimulate Pi1 activity
is limited in both local time and latitude.

It would be very interesting to compare the location of Pi1
source identified from ground-based magnetometers with UVI
satellite images. Unfortunately, there were no satellite imager
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Fig. 4. Reconstruction of the Pi1 source location by the
semblance method for the event February 26, 2001 (day 057).

observations over Antarctica during the period analyzed. Mon-
itoring of Pi 1 activity can thus contribute to substorm studies
in the absence of satellite imager data.
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Effects of pressure gradients and convection on the
inner plasma sheet stability

V. Prosolin, I. Voronkov, and E. Donovan

Abstract: We present a computer model that solves the system of nonlinear MHD equations in dipolar coordinates
and is designed specifically to simulate the near-Earth plasma sheet region which has a near-dipolar field line topology.
The objective of this work is a detailed study of the inner plasma sheet as a region of particular importance for auroral
processes including the proton aurora and near-Earth breakup. Such factors affecting the stability of the inner plasma sheet
as Earthward plasma pressure gradients and different patterns of bulk plasma motion are considered. Modeling results
show that pressure gradients lead to magnetic field line stretching and increased values of the ballooning instability growth
rate. Both Earthward and tailward convection bursts form a local min-B region. However, effects of tailward bursts are
stronger. Earthward convection forms a potentially unstable min-B region at about 9 RE , whereas tailward convection does
not have a destabilizing effect.

Key words: Substrom, Ballooning Instability, Modeling, Plasma Dynamics.

1. Introduction

It is generally recognized that the primary mechanism for
energy and plasma transport through the magnetosphere is mag-
netospheric convection. In the magnetotail, plasma travels from
the nightside reconnection region towards the Earth until it
reaches the region of strong near-dipolar magnetic field - near-
Earth plasma sheet.

There is no concensus on some particular details of plasma
propagation through the plasma sheet, but it is known that flows
can be highly variable – for example, periods of steady con-
vection (e.g., [25]), bursty bulk flows (e.g., [1]), and flow re-
versals [15], have been observed. The complex dynamics of the
plasma sheet have been shown to be closely related to many
auroral processes. These include, for example, the proton au-
rora band at the radial boundary of the auroral region ([21],
[22]), which maps to the so-called b2i boundary [6]. Also, the
most pronounced field line resonances are observed in this re-
gion, owing to sharp radial gradients of magnetic field ([20],
[8], [23], [17]). The substorm onset auroral arc intensifies and
breaks up in this region ([16], [28], [29]). Therefore, there is
substantial evidence that energy transport in the inner plasma
sheet plays a crucial role in auroral dynamics.

The main idea of how plasma sheet dynamics can be coupled
with auroral features involves the transformation of potential
energy stored in the near-Earth magnetosphere into kinetic en-
ergy of field-aligned plasma flows affecting the ionosphere ([9],
[10]). In order to provide this ionosphere-magnetosphere coup-
ling, a quite fast (of the order of tens of seconds) mechanism of
energy transformation is required, so a number of authors have
proposed that plasma instabilities takes place. These include
the current disruption model ([12], [13], [18]), convection re-
versal model [15], kinetic ballooning instability [4], shear flow
ballooning instability ([24], [27]), and non-linear ballooning
instability [5]. Another group of models suggests that a distant
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magnetotail disruption may trigger the near-Earth energy re-
lease and consequent auroral activity when disturbances from
the more distant magnetotail reach the inner plasma sheet ([2],
[26], [3]). Currently, there is no general public acceptance of
either model. However, a common point in all proposed mech-
anisms is that the sufficient amount of energy must be stored
in the inner plasma sheet and one way or another this region
should be destabilized (e.g., [29] and references therein). Some
aspects of this problem are addressed in this paper.

This study aims to discuss the influence of several factors
on the inner plasma sheet stability from the modeling point
of view. We use a three dimensional MHD model to simulate
the dynamics of the inner plasma sheet for different config-
urations. In the first part, we perform the stability analysis of
plasma sheet configurations with an Earthward pressure gradi-
ent present. Different magnitudes of the pressure gradient are
tested for the ballooning instability. In the second part, we ex-
amine different plasma bulk flow patterns – bursty flows and
steady convection. Both tailward and Earthward velocity dir-
ections are considered to examine possible destabilization by
the convection.

2. Ballooning Instability in the Inner Plasma
Sheet

It has been observed that active electron arcs, including the
pre-onset arc, are often seen within the region of strong Hβ
proton emissions and energetic (tens of keV) proton precipita-
tion at the equatorial edge of the evening sector of the auroral
region ([21], [27], [16]). Quite often, Earthward pressure gradi-
ents are observed by the satellites crossing or entering the inner
plasma sheet at 8-12 RE ([14], [19]).

A dipolar magnetic field with uniform pressure distribution
is an equilibrium configuration. The ballooning instability can
occur in a system where the magnetic field is stretched beyond
the dipolar shape such that a pressure gradient force is balanced
by the Ampere magnetic force (Figure 1).

Under certain conditions, the inner plasma sheet can become
ballooning unstable. The following relation for the ballooning
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instability growth rate is derived in [27]:

ω2 = −P ′
tot

ρ

(
2(lnB)′ − 2P ′

tot

ρV 2
f

)
(1)

where B is the magnetic field, Ptot is the total (magnetic plus
thermal) pressure, ρ is the plasma density, Vf is the speed of
the fast mode, and prime denotes the radial (anti-earthward)
derivative. We applied the above formula to data from [11] and
identified a potentially unstable region in the vicinity of the
strong pressure gradient (Figure 2).

Fig. 2. An observed pressure profile (from [11]) and
corresponding ballooning instability growth rate (ω2) in the
equatorial plane.

3. Effects of Earthward Pressure Gradients

As we have shown that a strong earthward pressure gradient
can lead to an unstable region, the following question arises –
How strong does the gradient need to be in order to lead to a
local instability?

Using the abovementioned computer code we have studied
evolution of the system with an initially given pressure profile

in order to find a possible relation between the magnitude of
the gradient and the instability growth rate.

The initial configuration for all the runs discussed in this
paper is set as follows, unless otherwise specified:

• Dipolar magnetic field

• Uniform plasma pressure and density distribution:ρ =
1.67 · 10−24g/cm3 (n = 1 cm−3), Pmax = 1 nPa

• Zero velocity

For the purpose of studying effects of pressure gradients we
set the initial pressure profile in the following form:

P |equator= Pmax(1 − arctana(r0 − rmid)
b

)

where Pmax is the maximum value of pressure corresponding
to the inner boundary, r0 is a radial distance along the equator,
rmid is the center of the pressure gradient, and a and b are
coefficients defining the magnitude and width of the gradient.

Fig. 3. Initial pressure profiles in the equatorial plane

Fig. 4. ω2 equatorial profile at t = 50 seconds

Two sample initial pressure profiles are shown in Figure 3.
Since at t = 0 the system is not in the equilibrium, a reconfig-
uration process begins. Modeling shows that in the vicinity of
the strongest gradient a region of minimum magnetic field is
formed (Figure 5) which corresponds to stretching of the field
lines. The stretching increases field line curvature thereby cre-
ating the curvature force opposing the pressure gradient force
to re-establish plasma equilibrium.

By applying Eq. 1, we obtain equatorial profiles of ω 2 shown
in Figure 4. Similarly to the analysis performed with observed
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data, we find that the minimum-B region and maximum of the
pressure gradient correspond to the minimum in ω 2 marking
an unstable region (ω2 < 0).

Fig. 5. Magnetic field perturbation profile at the equator at
t = 50 seconds

As seen in Figures 3 and 4, the maximum magnetic field per-
turbation and most negative value of ω 2 correspond to the lar-
ger gradient. However, it is obvious that the instability can oc-
cur only when the pressure gradient overcomes some threshold.
In order to verify that, we have performed computer simula-
tions for several different magnitudes of pressure gradients in
the range from 0.25 nPa/RE to 4.4 nPa/RE .

Fig. 6. Ballooning instability growth rate ω2 vs. plasma pressure
gradient ∇P

By plotting the minimum value of ω2 vs. the magnitude of
the initial pressure gradient, we have found the point at which
ω2 = 0 which corresponds to a threshold of the instability. As
one can see in Figure 6 the threshold lies at 0.6 nPa/RE .

4. Bulk Plasma Motion

As noted earlier, convection in the magnetotail occurs in dif-
ferent forms, such as steady convection and “discrete bursts of
high-velocity flow of limited spatial extent” [7]. In this secion
we describe four different patterns of plasma bulk motion (i.e.,
convection): flow bursts and steady convection for both Earth-
ward and tailward velocity directions.

4.1. Bursty Flows
In order to model an Earthward moving pulse we set a gaus-

sian profile of radial velocity with the amplitude of 1000 km/sec
as shown in Figure 7.
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Fig. 7. Earthward pulse: radial velocity equatorial profile at t = 0
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Fig. 8. Earthward pulse: magnetic field perturbation and
instability growth rate profiles at different times

We take snapshots of the resulting magnetic field perturba-
tion and ballooning instability growth rate at several moments
of time. Figure 8 shows that an Earthward pulse modifies the
field configuration so that a min-B region is formed along with
a potentially unstable (ω2 < 0) region in the vicinity of mag-
netic field gradient.

The effects of a tailward pulse (Figure 9) are almost negli-
gible in comparison with the previous case, as seen in Figure
10. No clear change in magnetic field topology is observed, al-
though at times the system may get into a marginal state - ω 2
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is just below 0.
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Fig. 9. Tailward pulse: radial velocity equatorial profile at t = 0
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Fig. 10. Tailward pulse: magnetic field perturbation and instability
growth rate profiles at different times

4.2. Steady Convection

In an ideal case, the steady convection can be considered an
E×B drift, so for a dawn-to-dusk (dusk-to-dawn) electric field
plasma will drift Earthward (tailward). Here we consider both
directions of electric field.

We start by setting the velocity configuration using V =
E×B/B2 which for dawn-to-dusk electric field gives an equat-
orial velocity field shown on Figure 11. Since the magnetic
field lines are equipotential lines in this case, we can propagate
the equatorial profile over the entire three-dimensional compu-
tation domain by using the following relations:

E2(x, y, z) =
Eequator

2 hequator
2

h2(x, y, z)

E3(x, y, z) =
Eequator

3 hequator
3

h3(x, y, z)

where E2(x, y, z) and E3(x, y, z) are two perpendicular to the
magnetic field components of the electric field at a point defined
by Cartesian coordinates (x, y, z), Eequator

2 and Eequator
3 are

the electric field components in the equatorial plane that lie on
the same magnetic field line, hequator

2 , hequator
3 and h2(x, y, z),

h3(x, y, z) are corresponding metrics.
One can notice that for a uniform (in the equatorial plane)

electric field, as the dipolar magneticfield increases Earthward,
the E×B drift velocity descends.
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Fig. 11. Electric field and corresponding E×B drift velocity
distribution in the equatorial plane shown on the computational
grid

In order to study the effect of steady convection, the elec-
tric field, and therefore velocity derived from it, at the outer
domain boundary is sustained at the initial level to represent a
constant plasma inflow from outside. The other boundaries are
kept open, i.e. zero gradient boundary conditions are imposed.

Since the initial configuration is not an equilibrium state, the
first stage of system evolution includes generation of different
compressional wave modes that propagate out of the region
through the open boundaries and do not play a role in the sub-
sequent dynamics.

After the first stage, a slow evolution stage - not wave-like,
takes place. Figure 12 shows that the magnetic field is carried
towards the Earth building up an increased magnetic field at
the close radial boundary. We find that under the influence of
plasma input, the magnetic field configuration changes in such
a way that a local minimum forms between 9 and 10 RE (see
Figure 12) by t = 140 seconds of physical time and remains at
this level with minor changes until the end of simulation (t =
250 seconds). The region of minimum field strength is then
found to be potentially unstable with respect to the ballooning
mode (Figure 13).
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Fig. 12. Magnetic field perturbation at t = 140 seconds for the
case of dawn-to-dusk electric field
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Fig. 13. Instability growth rate at t = 140 seconds for the case of
dawn-to-dusk electric field

As mentioned above, convection reversals can occur in the
near-Earth magnetotail which points to the electric field re-
versal [15]. As a demonstration of what the inner plasma sheet
dynamics may be like in that case, we ran a simulation for a
uniform dusk-to-dawn electric field.

Figure 14 illustrates how the magnetic field is driven tail-
ward so that it gradually increases tailward with no destabiliz-
ing effect since ω2 > 0 in the region. (Figure 15).

5. Conclusion

In this paper we have performed a study of different factors
that may affect the stability in the inner plasma sheet. We have
simulated plasma dynamics in different configurations which
include Earthward plasma pressure gradients, Earthward and
tailward flow bursts, and convection under the influence of
dawn-to-dusk and dusk-to-dawn electric fields.

It has been obtained that Earthward pressure gradients in the
inner plasma sheet comparable to observed values lead to mag-
netic field line stretching and values of the ballooning instabil-
ity growth rate above the stability threshold. A dependence
between the magnitude of the pressure gradient and values of
the instability growth rate has been observed and a threshold
of stability found from simulations - 0.6 nPa/RE.
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Fig. 14. Magnetic field perturbation at t = 50 seconds for the
case of dusk-to-dawn electric field
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Fig. 15. Instability growth rate at t = 50 seconds for the case of
dusk-to-dawn electric field

The analysis of different bursty flow patterns shows that the
ballooning instability can be expected for both Earthward and
tailward velocity directions. We have considered two bulk flow
types - bursty motion and steady convection. The Earthward
flow burst forms a local min-B region where the ballooning
instability is possible. The effect of the tailward burst is less
significant as it does not lead to a dramatic magnetic field re-
configuration, although the system may reach a marginal sta-
bility state.

In the last part, both directions of the cross-tail electric field
have been modeled. Earthward convection has been found to
form a localized min-B region and provide favorable condi-
tions for development of the ballooning instability. On the other
hand, tailward convection does not bring the system to an un-
stable state.
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Thin current sheets as part of the substorm process

T. I. Pulkkinen, C. C. Goodrich, J. G. Lyon, and H. J. Singer

Abstract: This paper reviews properties of thin current sheets and their association with a variety of magnetospheric
activations. It is demonstrated that thin current sheets are a major part of substorm growth phases as well as of sawtooth
events and steady convection intervals. Observations, empirical models, and MHD simulations suggest that thin current
sheets have thickness of the order of ion gyroradius, cross-tail width about 15–25 RE and along-tail dimension of about
20 RE . The current sheet inner edge is typically at or slightly tailward of geostationary orbit; during storms it can extend
around the Earth in the duskward direction. As global simulations suggest that the magnetotail flow is diverted around
the thin current sheet to the flanks in the inner part of the tail, the temporal scale associated with the current sheet
intensification and thinning may play a role in determining the type of activity developing in the magnetotail.

Key words: Substroms, Thin current sheets, MHD simulations.

1. Introduction

Formation of an intense and thin current sheet in the inner
part of the magnetotail is a well-documented feature of the sub-
storm growth phase. This process is an indication of flux load-
ing in the magnetotail as a consequence of enhanced dayside
reconnection following southward turning of the interplanet-
ary magnetic field (IMF) [1]. However, it has been shown that
the thinning is stronger than that obtained by compression by
the enhanced lobe pressure. Theoretically, it has been argued
that thin current sheets are formed as a response to changing
boundary conditions at the magnetopause [18].

It has been suggested that thin current sheets play an import-
ant role in the substorm onset process by thinning the tail suf-
ficiently to demagnetize the ions and thereby destabilizing the
ion tearing instability and initiating reconnection in the mid-
magnetotail [3]. While the current sheet has been demonstrated
to reach such small thickness values [14, 19, 17], the tearing
instability growth conditions are still under debate [12].

During isolated substorms, thin current sheet formation is
a slow process with gradual thinning over the duration of the
growth phase (typically 30–60 min). At onset, this current is
disrupted, which leads to rapid reconfiguration of the tail field
to a more dipolar state. During the recovery phase, gradual
tail current buildup brings the tail to its nominal state. On the
other hand, the role of thin current sheets during storms, storm-
time substorms, sawtooth events, or steady convection periods
(SMC) has not been systematically examined.

We review properties of thin current sheets during a vari-
ety of activity conditions. The results are derived from obser-
vations, empirical models, and global magnetohydrodynamic
(MHD) simulations. Section 2 briefly reviews the methodology
while sections 3, 4, and 5 present results for isolated substorms,
sawtooth events, and SMC periods, respecctively.
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2. Methodology

Empirical magnetic field models [22, 23] give an average
representation of the magnetospheric field configuration based
on statistical fitting of parametrized current systems to a large
number of spacecraft observations. While these models provide
a good general understanding of the magnetic environment,
they do not necessarily give an accurate representation of the
field for individual events, especially during complex mag-
netic activity. However, these models have been used as start-
ing points for event-specific models created by fitting the field
model to data from individual substorms [14]. The fitting pro-
cedure includes current systems in the statistical model to-
gether with added current systems representing the (growth-
phase-associated) thin current sheet at the tail center [14] and
storm-time symmetric and partial ring currents in the inner
magnetosphere [5]. The resulting time-evolving models have
been shown to provide quite an accurate representation of mag-
netospheric magnetic field when sufficient data are available
for the fitting procedure.

Global MHD simulations are presently the only means to
model the large-scale dynamic evolution of the coupled solar
wind – magnetosphere – ionosphere system in a self-consistent
way. The Lyon-Fedder-Mobarry (LFM) global MHD simula-
tion solves the ideal MHD equations in the solar wind and
the magnetosphere, and is coupled to an electrostatic, height-
integrated ionosphere via field-aligned currents at the inner
boundary [4]. The simulation is driven by measured solar wind
and IMF values at the external boundaries as well as the F10.7
flux that controls the level of ionization in the ionosphere. The
spatial resolution in the code is variable, with highest resolu-
tion within the inner magnetosphere, plasma sheet, and bound-
aries where the gradients can be expected to be largest. Com-
parisons of simulation results with high-altitude satellite data
as well as with ionospheric parameters show that these sim-
ulations can quite realistically represent a variety of dynamic
conditions in the magnetotail [24].

3. Isolated substorm

During isolated substorms, when the tail is in a relatively
low-energy state at the beginning of the growth phase, the form-
ation of the thin current sheet is clearly seen as an enhancement
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of BX and a decrease in BZ both in the inner and midtail.
Figure 1 shows an example of a substorm during which the
magnetotail field was monitored by GOES-8 and GOES-9 at
geostationary orbit, Geotail in the plasma sheet, and Interball
Tail probe in the tail lobe (all in GSM coordinates) [13]. As
Geotail was relatively close to the current sheet center, it was
possible to deduce that the current sheet became thinner than
it would only following from compression caused by the lobe
flux increase (which would be about a factor of 2 for a lobe
flux increase from 20 to 30 nT). Thus, the thin current sheet
was embedded within the (pre-existing) thicker plasma sheet.
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Fig. 1. Substorm on Dec 10, 1996: From top to bottom: IMF
BZ from Wind, BZ from GOES-8 (thin line) and GOES-9 (thick
line), BX and BZ from Geotail (thin line) and Interball (thick
line). The vertical lines mark the beginning of substorm growth
phase and two following onsets determined from the Geotail
measurements and ground magnetic data, respectively [13].

Empirical magnetic field modeling for the growth phase of
this substorm using methods developed in [14] show that a
thin and intense current sheet was formed with its earthward
edge slightly tailward of geostationary orbit. In the tailward
and cross-tail directions, the current sheet extended at least to
the satellite locations, but from this technique it is difficult to
limit the extent of the current sheet. However, the model gave
lower limits of −20RE in the tailward and 15RE in the cross-
tail direction [13].

The LFM simulation was run for this event at high resol-
ution with smallest gridsize of 0.3 RE . Figure 2 shows a cut
near the equatorial plane of the plasma sheet with the cross-tail
current intensity color-coded and velocity vectors shown with
white arrows. The thin current sheet in the simulation is the re-
gion of highest current density shown with the warmer colors,
roughly extending from −8RE to −20RE along the tail and
from −5RE to 5RE in the cross-tail direction. The thin cur-

Fig. 2. Substorm on Dec 10, 1996: LFM simulation results at
Z = const plane near the current sheet center. The color coding
shows the cross-tail current intensity with warmer colors showing
larger intensity. The arrows show the flow velocity and the dotted
circle marks the thin current sheet location in the empirical
magnetic field model (see text, after [13]).

rent sheet identified from the empirical magnetic field model
described above is shown with the white dotted circle. In this
case, the empirical model and the MHD simulation were in
excellent agreement. Similar values obtained for other events
suggest that a typical location of thin current sheets extends
from slightly beyond geosynchronous orbit out to 20–30 R E

in the tail, i.e., to the typical location of the near-Earth recon-
nection site [9].

4. Sawtooth event

Sawtooth events are strong, quasiperiodic injections observ-
ed most clearly in geosynchronous orbit ion measurements [2,
7]. These events resemble large substorms in many ways, but
have received special attention due to their large azimuthal ex-
tent and quasi-periodicity. Sawtooth events are almost always
associated with magnetic storms during which the enhanced
ring current allows for activity development close to the Earth.

Figure 3 shows a sample sawtooth event that occurred dur-
ing a magnetic cloud passage. The main phase of the storm
was driven by the sheath region of the cloud, while the cloud
proper had BZ northward at the leading edge and southward
at the trailing edge [15]. The sawtooth event commenced as
soon as the IMF turned southward within the cloud; during the
following 10 hours, four clear sawtooth-like injections were
recorded at multiple locations around the geostationary orbit.

During the sawtooth oscillations, two LANL geostationary
satellites, LANL-97A and 1994-084 were passing through the
evening-midnight sector magnetosphere. These satellites carry
magnetospheric plasma analyzers (MPA) that measure elec-
trons and protons in the energy range from below 1 keV up
to 40 keV. The magnetic field inclination can be deduced from
the electron or ion pitch-angle symmetry properties [21]. Both
satellites recorded extremely strong stretching of the night and
dusk sector field, with very low field inclination values even
several hours away from midnight. Figure 3 shows the field
inclination measurements together with the energetic electron
data from the synchronous orbit particle analyzer (SOPA) on-
board 1994-084.

The empirical magnetic field model for this event revealed a
very strong modulation of the cross-tail current by the sawtooth
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Fig. 3. Sawtooth event on Oct 22, 2001: Magnetic field
inclination from geostationary satellites LANL-97A and 1994-084.
Bottom panel shows electron flux in the energy range from 50
keV to 300 keV from s/c 1994-084 (after [15]).

injections. The current increased strongly between the saw-
teeth, while the injections were followed by abrupt decreases
in the current intensity [15]. As shown in Figure 4, the event
was characterized by a strongly asymmetric partial ring current
in the dusk sector that varied in phase with the cross-tail cur-
rent. The strong activity brought the thin current sheet inside
geostationary orbit and drifting particles extended the current
sheet to the dusk sector. The sawtooth injections periodically
disrupted part of this current, but the field never fully dipolar-
ized to values exceeding the quiet-time inclination value. This
behavior is characteristic of sawtooth events, but is also often
found during other stormtime activations [11].

Thus, in this case the activity was strong enough to bring the
cross-tail current to the synchronous orbit, and the thin current
sheet had a larger than typical cross-tail size extending around
the Earth to the dusk sector. The sawtooth injections disrupted
this current in a manner quite similar to current disruptions
observed in association with substorm onsets.

5. Steady convection event

The steady convection event on Feb 3–4, 1998, was driven
by an interplanetary magnetic cloud that had a steadily south-
ward BZ , a slowly rotating BY , and positive BX . The solar
wind velocity had a large component away from the Sun-Earth
line, which led to rotation of the entire magnetotail in the dir-
ection of the solar wind flow. The VZ component varied but
reached values close to −100 km/s, while VY rotated from
about 50 km/s to −50 km/s (Figure 5). The cloud caused only
moderate activity with Kp between 2 and 4 during the event
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Fig. 4. Sawtooth event on Oct 22, 2001: Empirical magnetic
field model results of Z-integrated current intensity through
the noon-midnight (top panel) and dawn-dusk (bottom panel)
meridians (after [15]).

and Dst minimum at about −40 nT.
While the dayside geostationary field was close to quiet-

time values as measured by GOES-8 and GOES-9, the night-
side field inclination inferred from the MPA data from space-
craft 1994-084 and LANL-97A indicate that the inner tail field
was stable and continuously more stretched than during quiet
times. Geotail was at ∼X = −30RE slightly below the GSM
Z = 0 plane. Immediately following the event onset, the mag-
netic field increased and temperature and density showed very
small values (data not shown). These data indicate that Geotail
moved to the northern tail lobe where it stayed throughout the
SMC interval. Because the large solar wind velocity tilted the
tail away from the Sun-Earth line, Figure 5 shows the Geotail
magnetic field measurements rotated to a coordinate system
aligned with the flow velocity vector. In this coordinate system
it is clear that the magnetic field was very close to radial and
that the field component normal to the current sheet at Geotail
location was almost zero.

The LFM simulation was run for this event at a resolution
which gives smallest cell size at the current sheet of about
1RE , which naturally limits the model capability to reproduce
current sheet features below this scale. However, the simula-
tion shows excellent agreement with both geosynchronous or-
bit and tail field measurements indicating that the large-scale
properties of the current sheet are consistent with those ob-
served. Figure 6 shows a comparison of both the geostation-
ary orbit field inclination and Geotail (all in GSM coordinates)
with the model results.

The LFM results show that immediately following the event
onset, the tail organized into a very stable configuration where
the plasma sheet was relatively thick, but had an embedded
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current sheet that had a scale size of about 1RE , i.e., thick-
ness of the order of the grid spacing. The current sheet inside
of X = −30RE was remarkably stable throughout the event.
There was a quasi-steady-state large-scale reconnection site at
about X = −30RE [6], but instead of disrupting the current
sheet, flows from the reconnection region were diverted to the
flanks around the thin current sheet. Thus, the persistent thin
current sheet was a key factor in maintaining tail stability over
the extended period of enhanced driving.

Figure 7 shows a side view and Figure 8 a top view of a
rendering of B/|∇ ×B|, which is a proxy for the scale length
in the direction perpendicular to the current sheet. As the ren-
dering looks through all Y or Z-values, it is not sensitive to
the correct choice of the cut-plane, but reflects the properties
of the current sheet at all values perpendicular to the plane
shown. The side view illustrates the steady thickness scale of
the order of an Earth radius of the current sheet throughout
the central part of the tail as well as the southward tilting of
the current sheet in response to the nonradial component of the
solar wind flow. The top view shows the flows originating from
the reconnection region and how the flows are diverted around
the current sheet without disrupting the current. It is clear that
smaller-scale activity is created by the reconnection flows, but
that the activity does not reach the inner part of the tail and
does not cause global reconfigurations such as those observed
during substorms.
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6. Discussion

In response to solar wind driving, the magnetosphere can
enter a variety of dynamic cycles to process the energy entering
through enhanced dayside reconnection. In the large scale, tail
reconnection in some form is required to maintain flux balance
between the open tail lobes and the closed plasma sheet region.
However, flow bursts, pseudobreakups, substorms, steady con-
vection events, and sawtooth events can all accomplish the flux
balance while their dynamics in the magnetosphere – iono-
sphere system is very different. Magnetic storms can host a
variety of these activations in addition to a strong enhancement
of the inner magnetosphere ring current, which allows activity
to develop much closer to the Earth than during non-storm con-
ditions.

Global MHD simulations are excellent tools to monitor the
large-scale evolution of the tail plasma sheet during a variety
of driving conditions. The LFM simulations consistently show
that as the IMF turns southward, the inner part of the tail be-
comes thinner and the current intensity increases at the tail cen-
ter in a region Earthward of about X = −20...−30RE. The
concentration of the current and changes in the inner part of
the magnetosphere are easily explained by following Poynting
flux flow lines from the solar wind to the magnetosphere [10]:
Poynting flux (S = E × B/µ0) entering through the mag-
netopause into the tail lobe is directed toward the tail center,
and as the field tilts northward closer to the current sheet, the
Poynting flux is directed Earthward. Thus, it is natural that the
largest changes are associated with the region where the dipole
field still gives a contribution to the total field.
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Fig. 7. SMC event on Feb 3–4, 1998: Side view of the current
sheet at four time instants, at 1500, 1602, 1652, and 1804
UT UT. The color coding shows a perpendicular scale length
(B/|∇ × B|) in units of RE . The fine line across the current
sheet is an artefact arising from the grid structure.

As the driving continues, reconnection starts near the tail-
ward end of the current sheet and fast flows begin to enter the
inner magnetosphere. In the LFM simulation, the dynamics
and consequences of these flows are different for substorms,
sawtooth events, and steady convection periods. During sub-
storms, fast but relatively narrow flow channels are formed
already during the growth phase (one example can be seen in
Figure 2. These flow channels may disrupt part of the current
sheet, but most of the time get diverted back tailward before
affecting the current sheet very much [24]. At substorm onset,
the flow channels merge to form a large-scale reconnection re-
gion and fast flows that disrupt the cross-tail current in the in-
ner tail. Steady convection periods have a relatively large-scale
reconnection region from early on, but the flows are mostly di-
verted toward the flanks leaving the current sheet intact (see
Figures 7 and 8). The flows fed by a large-scale reconnection
region associated with sawtooth events are much more com-
plicated with flow channels occasionally gaining access to the
inner parts of the tail partially disrupting the inner tail current
[6]. The simulations seem to indicate that the type of magneto-
spheric activity is determined by the interplay of the reconnec-
tion flows and the thin current sheet in the inner tail.

Observations and empirical models suggest that the thin cur-
rent sheet has a scale thickness of a fraction of RE , compar-
able to the local thermal ion gyroradius. The MHD simulations
tend to give current sheet thicknesses of the order of the sim-
ulation gridsize; increasing resolution leads to thinner current
sheets. As the current sheet reaches such small thickness, the
ions within the current sheet become non-magnetized and the
electron and ion motions are decoupled. While the reconnec-
tion region is typically found to be around 25 − 30RE dis-
tance, the nonadiabatic regime can extend to 8− 10RE or dur-
ing stronger activity even close to geostationary orbit. It thus
seems that rather than triggering reconnection onset, the role of
the nonadiabatic motion is to allow the flows initiated by bursts
of reconnection to enter the inner parts of the tail and disrupt
the intense current. This still leaves open the question why or
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Fig. 8. SMC event on Feb 3–4, 1998: Top view of the current
sheet at four time instants, at 1500, 1602, 1651, 1804 UT. The
color coding shows a perpendicular scale length (B/|∇ × B|) in
units of RE and the flow velocity is shown by arrows.

how reconnection is initiated in the midtail; in the MHD sim-
ulations tail reconnection seems to be quite directly driven by
the external conditions and the amount of energy entering the
magnetosphere [8, 16].

An interesting feature observed during storms is the exten-
sion of the thin current sheet duskward (or sometimes dawn-
ward) such that the geostationary field can become highly stre-
tched even several hours away from midnight. Especially, dur-
ing sawtooth events, the combination of the partial ring cur-
rent and cross-tail current is very strong such that even the in-
tense sawtooth injections can only partially disrupt this current
(see Figures 3and 4). Such a current configuration also leads to
the geostationary orbit being in the region of open drift paths,
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which limits the number of particles that can obtain trapped
orbits and leads to the typically relatively constant values of
the Dst index throughout sawtooth events [15]. However, des-
pite the different geometry of the current sheet, the dynamics
seems to be quite similar to those limited to the tail region.

In summary, thin current sheets play a major role in con-
trolling the magnetospheric dynamics. Flows entering the inner
part of the tail are diverted by the intense current; this occurs
during substorm growth phases as well as during SMCs and
between sawtooth injections. Global reconfigurations such as
substorm onsets or sawtooth injections occur when the flows
finally enter the current sheet leading to its disruption and con-
sequent field dipolarization. Future work is needed to address
how much the current sheet dynamics is controlled by internal
magnetospheric (or ionospheric) processes and to which ex-
tent the dynamics is driven by the driving solar wind and IMF
characteristics.
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Pi2 pulsations: field line resonances or a driven
response?

I. J. Rae, I. R. Mann, D. K. Milling, Z. C. Dent, and A. Kale

Abstract: We present an interval on 7th March 2004 whereby clear quasi-periodic Pi2 pulsations are observed following
the onset of an isolated magnetospheric substorm. During this interval, we succesfully employ cross-phase analysis
techniques to recreate discrete points along the Alfvén continuum for the first time following the substorm expansion
phase onset. Using the complex demodulation analysis technique, we study the latitudinal and longitudinal properties
of the Pi2 pulsations in terms of amplitude, phase, ellipticity and polarisation and demonstrate that the Pi2 pulsations
have the characteristics of a driven field line resonance. These results allow us to answer a long-standing question in
substorm physics; whether the frequency of the high-latitude Pi2 pulsation results from a directly-driven response to a
magnetotail driver, or from the properties of the magnetospheric field lines. We find that, at least in this event study, that
the Pi2 structure is most likely determined from inherent frequencies of the nightside magnetosphere including the natural
frequencies of the standing Alfvén waves, specifically resulting in a monochromatic field line resonance (FLR), rather than
any variation in the temporal dynamics of the magnetotail driver.

Key words: ULF waves, Field Line Resonance, Pi2, substorm.

1. Introduction

Ultra Low Frequency (ULF) wave activity has been associ-
ated with the auroral substorm for nearly 40 years [1]. More
specifically, the time of substorm onset has been shown to be
concurrent with the excitation of impulsive pulsations in the
Pi2 (40-200s or 6-25 mHz) frequency range [7]. The origin
of Pi2s is thought to be disturbances in the near-Earth plasma
sheet, resulting in the generation of field aligned currents in the
substorm current wedge. The field–aligned currents are carried
by the transient, transverse Alfvén wave generated during sub-
storm onset. If there is an impedance mismatch between the in-
cident Alfvén wave and the ionosphere, then the wave may be
partially reflected. The Alfvén wave can thus bounce between
the Central Plasma Sheet (CPS) and ionosphere, giving rise to
the decaying periodic Pi2 waveform [3, 13]. In ground-based
magnetograms, this creates the well–known observation of Pi2
pulsations “riding on” the magnetic bays associated with the
substorm current wedge (SCW).

In addition to the auroral zone Pi2 pulsations related to
establishing the substorm current wedge, Pi2 pulsations may
also be observed over a wider range of latitude and longitude
away from the onset region. A range of authors have proposed
that CPS disturbances at substorm onset may excite compres-
sional fast mode waves. These fast mode waves may impact the
plasmasphere, generating compressional plasmaspheric cav-
ity mode Pi2 signatures [15], or propagate towards the flanks
where they may excite a field line resonant Pi2 signature. In
some cases, substorm onset has been linked to the Earthward
propagation of Bursty Bulk Flows (BBFs) [2]. Braking of these
BBFs may generate inertial field–aligned currents, which may
also be established by Alfvén waves with a Pi2 signature, in ad-
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dition to possibly directly-driving Pi2 waveforms identical to
the flow burst structure within the BBF [8, 9, 10]. An extens-
ive review of Pi2 pulsations is provided in [13] and references
therein.

Presumably the frequency content of bursts of Pi2 pulsa-
tions is governed by either the natural frequencies within the
near-Earth CPS, or by the frequency content of the CPS dis-
turbances at substorm onset, or in fact a combination of the
two. It is often suggested that the dominant periodicity in a Pi2
packet is determined by the bounce time of the Alfvén waves
as they propagate along the magnetic field and set up the field
aligned currents in the substorm current wedge. Indeed, stud-
ies of the Pi2 polarisation ellipse [11] have shown that the up-
ward and downward field aligned current elements of the SCW
can be determined from the properties of Pi2s. In this model,
the Pi2 periodicity should be determined either by the bounce
time (there and back) between the ionosphere and the CPS or
between conjugate ionospheres.

In this study we identify and analyse clear quasi-periodic
frequencies in the Pi2 frequency band associated with sub-
storm onset on 7th March 2004. Through the application of
the cross-phase technique [16], we are able, for the first time,
to identify a snapshot of part of the structure of the Alfvén
continuum in the nightside magnetosphere for a short period
of time following expansion phase onset. By comparing the
properties of the wave with the structure of the continuum, we
examine the hypothesis that the Pi2 pulsations observed on this
day were a field line resonant enhancement within the Alfvén
continuum.

2. Instrumentation

In this paper we utilise the Canadian Array for Realtime
Investigations of Magnetic Activity (CARISMA) magneto-
meter network, formerly the Canadian Auroral Network for the
OPEN Program Unified Study [14] – CANOPUS. In its present
incarnation, the CARISMA magnetometer array is able to re-
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Fig. 1. The locations of the magnetometers comprising the
current CARISMA magnetometer array. The overlaid grid shows
contours of geographic latitude and longitude.

Site Site CGM CGM L
Code Lat. (◦N) Lon. (◦E) value
TAL Taloyoak 78.54 330.01 NA
CON Contwoyto 72.97 303.87 11.84
RAN Rankin Inlet 72.47 335.36 11.20
ESK Eskimo Point 70.78 332.51 9.37
FCH Fort Churchill 68.57 332.92 7.61
FSM Fort Smith 67.45 306.16 6.90
FSI Fort Simpson 67.33 293.50 6.84

RAB Rabbit Lake 67.05 318.42 6.68
GIL Gillam 66.28 332.46 6.27

DAW Dawson 65.92 273.16 6.10
MCM Fort Mcmurray 64.31 308.52 5.40
ISL Island Lake 63.86 332.80 5.23
PIN Pinawa 60.19 331.20 4.11

Table 1. Locations of the CARISMA magentometers used
during this study. Dipole-L and CGM latitudes and longitudes
are calculated using the NSSDC MODELWeb facility
(http://nssdc.gsfc.nasa.gov/space/cgm/cgm.html).

solve both latitudinal and longitudinal current structures asso-
ciated with a substorm when in the correct local time sector;
with the forthcoming upgrade and deployment of 15 further
fluxgate magnetometers, CARISMA will be able to measure
these current systems in extended regions of latitude, longit-
ude and local times, including to mid-latitude regions.

Figure 1 shows the location of the relevant magnetometer
stations used in this study, and Table 1 lists their station
ID, CGM (Corrected Geomagnetic) coordinates and dipole L-
value. We concentrate on the latitudinal “Churchill line” mag-
netometers in this paper, though information is required on the
azimuthal characteristics on the Pi2 pulsations, obtained from
measurements along a line of approximately constant latitude.

3. Observations: 7th March 2004

The CARISMA magnetometer database
(http://www.ssdp.ca) was surveyed in order to find an in-
terval which contained an isolated substorm within two hours
of local midnight, and which contained quasi-periodic and
clear Pi2 signatures in order to test the hypotheses outlined in

Section 1. Figure 2 shows one such event and the correspond-
ing (a) H- and (b) D-component magnetic field measurements
between 0800-0900 UT on the 7 th March 2004. A clear
substorm bay can be seen in both components around 0825
UT, maximising at the 66-68◦ latitudes (GIL-RAB-FSM-FSI),
and having a local maxima at FSM where the substorm bay
is -320 nT in the H- and -280nT in the D-component. Since
the largest bays are located at FSM evidence this is a strong
indication that FSM was close to the centre of the substorm
current wedge [6]. Following this time, clear, quasi-periodic
pulsations were observed, again clearest between 66-68◦.

Figure 3 shows the filtered (20-200s) H- and D-component
magnetometer data for the same interval, 0800-0900 UT on the
7th March 2004. Large-amplitude Pi2 pulsations are observed
between 0825-0900 UT, following substorm onset. The amp-
litudes maximise around 66-68◦, and interestingly are max-
imised in the D-component (160 nT peak-to-peak) at FSM,
but at RAB (96 nT peak-to-peak) in the H-component. The
filtered wavetrain observed at GIL is surprisingly periodic. A
Pi2 wavetrain following expansion phase onset is rarely mono-
chromatic and the pulsations in both the H- and D-components
at GIL are both remarkably quasi-periodic in the 0825-0900
UT interval.

Figure 4 shows the H- and D-component power spectra
between 0800-0900 UT. Data were subjected to high-pass fil-
tering at 300s and Hanning windowed. Clear in both H- and
D-components are two discrete peaks in the power spectra: one
between 5-6 mHz and one between 8-9 mHz. The 5-6 mHz
peak tends to be prevalent in one particular meridian, that of
the “Churchill Line”, whereas the 8-9 mHz peak is pervasive
over the entire dataset. We concentrate on the clear 8-9 mHz
frequency peak prevalent at all latitudes and longitudes.

From top to bottom, Figure 5 shows complex demodulation
[4] analysis of high-pass filtered (at 300s) H and D signals,
as well as the amplitude and phase of the 8.8 mHz compon-
ent, along with the ellipticity, and the polarisation angle of the
wave for the 8.8 mHz demodulate from GIL. For a dominantly
Alfvénic field line resonance, it has been shown that the per-
turbations in the magnetosphere are rotated through 90 ◦ upon
transmission through a uniformly conducting ionosphere to the
ground [5]. Therefore a toroidally (azimuthal magnetic field
perturbation) polarised wave in the magnetosphere is expec-
ted to be dominated by the H-component when measured by a
ground-based magnetometer. Evident from Figure 5 is that the
8.8 mHz component peaks shortly after substorm onset, that
the phase of both the H- and D-components is approximately
constant through the period of maximum amplitude, and the
ellipticity is approximately zero, indicative of linear polarisa-
tion. These characteristics all suggest that the GIL station lies
under the 8.8 mHz resonant field line.

Figure 6 shows the amplitude and phase characteristics of
the 8.8 mHz component from complex demodulation of the
“Churchill Line” magnetometers at 0828 UT; just after expan-
sion phase onset. Immediately obvious is the amplitude max-
ima at GIL and the 180◦ phase change across the amplitude
peak in the H-component, as well as a smaller amplitude peak
and phase change in the D-component. These characteristics
support the conclusion that the 8.8 mHz waves represent a
driven field line resonance, the resonant field line lying close
to GIL.
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Fig. 2. The raw (a) H- and (b) D-component magnetograms from
0800-0900 UT from the 7th March 2004.

Figure 7 shows the variation in amplitude and phase of the
8.8 mHz component from complex demodulation as a function
of longitude. The H-component amplitude peaks around RAB,
but there is a D-component maxima at FSM. However, the H-
component phase reveals the central location of the westward
electrojet as being close to both the RAB and FSM stations,
as the phase peaks at these stations, and decreases to both the
east and west. This means that the phase propagation of the
8.8 mHz component is westward to the west of FSM and east-
ward of RAB, which is consistent with the entral location of
the westward electrojet being located between RAB and FSM.

The ellipticity of the wave is the ratio of the minor axis to the
major axis of the ellipse formed by the two wave components.
The polarization angle is the azimuth of the ellipse measured
positive clockwise from H. If the two components are the same
size, the wave is circularly polarized and the ellipticity is unity.
If the ellipticity is +(–) 1, then H (D) leads D (H) and the wave
is clockwise (anticlockwise) polarized. Figure 8 shows the el-
lipticity and polarisation characteristics of the 8.8 mHz com-
ponent magnetic field as a function of longitude. These charac-
teristics are well–known for mid-latitude Pi2s (see [11] Figure
1), but are somewhat more complicated at high-latitudes (see
[11] Figure 5). Mid-latitude Pi2s exhibit solely anti-clockwise
polarisation, and the polarisation angle determines the location

a

b

Fig. 3. Band-pass (20-200s) filtered (a) H- and (b) D-component
magnetograms from 0800-0900 UT from the 7th March 2004.

of the magnetometer within the SCW. Figure 8 shows broadly
the same features as [11] Figure 1: zero polarisation between
RAB-GIL (318-332◦) indicating the central meridian between
the upward and downward field-aligned current regions, anti-
clockwise polarisation to the west of this meridian, but inter-
estingly clockwise polarisation eastward of the GIL-RAB me-
ridian (c.f.,[11] Figure 5). Future work will include a compar-
ison between the mid-latitude ellipticities and polarisations of
Pi2 signatures, and those at high latitudes.

The cross-phase technique [16] allows the determination of
the fundamental resonant toroidal eigenfrequency of a field
line that lies at the mid-point of two latitudinally separated
magentometers. It is generally assumed that this technique
does not work in the nightside magnetosphere/ionosphere per-
haps due to the lack of ionospheric conductivity. Figure 9
shows the cross-phase between the ISL:PIN magnetometers
for the entire day of the 7th March 2004 as a function of fre-
quency. From Figure 9, it can be seen that there is a clear 8-9
mHz negative cross-phase peak between 0800-0930 UT, con-
firming that the eigenfrequency of the field lines increases with
decreasing L (the peak is negative as the ISL:PIN magneto-
meter pair shown is poleward:equatorward respectively).

Figure 10 shows the fundamental toroidal mode eigenfre-
quency as a function of latitude for the interval 0825-0900 UT
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a

b

Fig. 4. High-pass (at 200s) filtered power spectra of the (a) H-
and (b) D-component magnetograms from 0800-0900 UT from
the 7th March 2004. The power scale is in arbitrary units.

for the magnetometer pairs that could be extracted from the
data. The bore sites are marked by arrows, and the discrete 8.8
mHz frequency peak is marked by the dashed line. Remark-
ably, the 8.8 mHz resonant peak observed at GIL lies within
errors close to the resonant local toroidal field line eignefre-
quency as obtained from the cross-phase technique. This is in-
deed strong evidence that frequency of the 8.8 mHz observed
frequency Pi2 perturbations is clearly determined by the night-
side field line geometry.

4. Discussion and Conclusions

As seen clearly in Figures 2 and 3, the isolated substorm
on this day is, as expected, clearly associated with the onset
of a burst of Pi2 pulsation activity. Data, for example GIL,
shows the classic substorm response of a Pi2 wavetrain “rid-
ing on” the substorm bay. The largest amplitude Pi2 response
is seen on the latitudes of 66-68◦. Interestingly, at these lat-
itudes the Pi2 is extremely monochromatic; at other latitudes,
the Pi2 waveform appears to be more broad-band and irreg-
ular, in keeping with the Pi2 classification. Of the pulsation
classifications introduced by [7], only the Pi2 category has be-
come synonymous with a single physical process. Even though
the wavepacket observed, for example, at GIL, cannot be de-
scribed as irregular, we continue to label the waves observed

Fig. 5. Complex Demodulation[4] results of the 8.8 mHz
frequency peak at GIL. From top to bottom Figure 5 shows the H
and D amplitudes (high-pass filtered at 200s), the amplitude and
phase of the 8.8mHz component of the signals, and the ellipticity
and polarisation of the magnetic perturbations.

7th Mar 2004: 8.8 mHz component
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Fig. 6. Complex Demodulation of the latitudinal variation of the
8.8mHz H- and D-component (a) amplitude peaks and (b) relative
phase at 0828 UT on the 7th March 2004.
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7th Mar 2004: 8.8 mHz component
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Fig. 7. Complex Demodulation of the longitudinal variation of
the 8.8mHz H- and D-component (a) amplitude peaks and (b)
relative phase at 0828 UT on the 7th March 2004.
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7th Mar 2004: 8.8 mHz Ellipticity and Polarisation

Fig. 8. Ellipticity and Polarisation characteristics of the 8.8mHz
H- and D-component magnetograms on the 7th March 2004.

Fig. 9. Cross-phase results from the ISL and PIN H-component
magnetometer data for the period 0-24 UT on the 7th March
2004.

7th March 2004: Resonance Frequency Profile
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Fig. 10. Resonance Frequency Profile for the interval 0825-0900
UT for the available magnetometer pairs (the boresites of which
are denoted by the vertical arrows) derived from the cross-phase
technique (see text for details).

during this event as Pi2s because of their global characteristics
and their association with the onset of a substorm.

The monochromatic nature of this pulsation provides the op-
portunity to investigate the relationship between Pi2 period-
icity and the Alfvén continuum. Figure 6 shows clearly that
the dominant Pi2 pulsation power has the characteristics of
a toroidal mode 8.8 mHz FLR. The amplitude peaks at latit-
udes where the Pi2 is most monochromatic, consistent with a
bouncing Alfvén wave source generating a field–aligned cur-
rent around 66-68◦ CGM. The wave polarisation characterist-
ics at GIL (Figure 5) demonstrate linear polarisation, also con-
sistent with an FLR at this latitude. Most significantly, Fig-
ures 9 and 10 demonstrate that the cross-phase technique can
work for a limited period of time following substorm onset.
Usually cross-phase does not work on the nightside, which is
usually attributed to rapid and perhaps critical damping by the
nightside ionosphere. However, perhaps as a result of addi-
tional ionospheric conductivity arising from auroral precipit-
ation following substorm onset, sufficient coherency enabled
three pairs of stations to be used to recreate three discrete
points along the Alfvén continuum. Remarkably, within the
margins of error, these results showed that the 8.8 mHz fre-
quency would be expected to resonate around the latitude of
Gillam, at exactly the same location as the observed maximum.
This demonstrates very clearly, at least for this event, that the
dominant Pi2 frequency is indeed determined by the bounce
time of Alfvén waves. Moreover, this also points to the relev-
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ant bounce path of the Alfvén waves being between conjug-
ate ionospheres. Given that these waves are excited by disturb-
ances in the near-equatorial CPS, one might expect an anti-
nodal velocity perturbation in the equatorial plane for these
standing Alfvén waves. This is entirely consistent with the con-
clusions drawn from the cross-phase results.

The longitude dependence of the Pi2 amplitudes shown in
Figure 7 appears to be approximately consistent with the lon-
gitude dependence of the bay amplitudes seen in Figure 2.
Further analysis, and data from additional mid-latitude mag-
netometers, may allow a closer correspondence between the
Pi2 waveforms and the magentic bays to be established. This
will be considered in future publications. In conclusion, we
believe that this is the first time that the cross-phase tech-
nique has been applied successfully to the determination of the
Alfvén continuum in the nightside magnetosphere. In combin-
ation with the characteristics of the Pi2 waveforms, this has
enabled us to show for the first time that the dominant element
in the Pi2 pulsation response can be characterised as a field
line resonant enhancement in the Alfvén continuum. This sug-
gests that a significant contribution to determining Pi2 struc-
ture may come from a natural frequency resonant response of
the nightside magnetosphere, including the subsequent excit-
ation of a classical field line resonance, rather than being de-
termined by driver periodicities such as the flow burst structure
within BBFs.
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Auroral oval boundary observations by Meteor 3M
satellite

M. O. Riazantseva, E. E. Antonova, B. V. Marjin, V. V. Hoteenkov, I. L. Ovchinnikov, M. A.
Saveliev, V. M. Feigin, and M. V. Stepanova

Abstract: The results of the observations of auroral oval boundaries by satellite METEOR 3M are presented. The satellite
was lunched December 10, 2002 to the polar heliosynchronous orbit with the altitude of 1018 km and the inclination of
99.63◦ . The satellite mission includes the observations of the Earths resources, the control of the conditions in the near
the Earth environment, meteorological and heliogeophysical parameters. The main goals of the mission are the forecast of
the solar flare activity, control and prediction of the Earths radiation and the state of the Earths magnetic field, prediction
of the conditions for the radio wave propagation, diagnostic and the control of the conditions in the magnetosphere and
ionosphere. The electrostatic analyser MSGI-5EI is used for the analysis of the variations of the fluxes of auroral protons
and electrons. It measures the electron and proton fluxes within the energy range from 0.1 to 10 keV in 50 energetic
channels and the integral flux of electrons with energies > 40 keV. Determined by MSGI-5EI positions of the auroral oval
boundaries are compared with the predictions of OVATION model. It is shown that due to auroral substorm activity the
difference between observed and predicted by OVATION positions can exceed 5 degrees in latitude.

Key words: auroral oval, auroral satellite, OVATION model.

1. Introduction

Study of the main features of auroral substorm development
requires constant monitoring of radiation and plasma near the
Earth, determination of the position of the auroral oval and
variations of fluxes of auroral particles, what is one of the
main goals of the Meteor-3M No 1 satellite mission. Auroral
oval boundaries move to the equator during substorm growth
phase. Polar boundary move to the pole after substorm expan-
sion phase onset forming the auroral bulge. OVATION model
based on DMSP, POLAR and radar observations gives the po-
sition of auroral oval for concrete time intervals.

In this paper we describe the main features of satellite op-
eration, present examples of particle measurements and results
of the comparison of the predictions of OVATION model with
the Meteor-3M No 1 measurements.

2. The features of the operation of the satellite
METEOR 3M No 1

The satellite Meteor-3M No 1 mission includes study of
the natural resources, the control of the environment condi-
tions, the hydrometeorological and heliosphysical testing. The
satellite was lunched December 10, 2002 to the heliosynchron-
ous orbit with the altitude 1018 km and the inclination 99.63 ◦
by the rocket “Zenit” from the Baikonur cosmodrom. Table 1
summarizes the main technical characteristics of the satellite.
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Satellite Meteor-3M No 1 is designed by the Electromech-
anical Institute in Istra town having as a prototype the satel-
lite Meteor-3M. However, significant changes have been intro-
duced including the modification of attitude system, installa-
tion of new radio transmission system and modification of the
information devices and measurement instruments. According
to the main goals of the mission, the complete set of instru-
ments includes three main subsets:

1. Visual informative nature-resources complex (BIK-M1);
2. Complex of scientific measuring instruments (BKNA);
3. Complex of meteorological instruments (MP-700M).
Heliophysical instruments realize measurements of solar

flare particles and radiation in the inner magnetosphere that al-
lows forecasting of radiation conditions and conditions of radio
wave propagation. One of the applied aspects of the mission is
to guarantee more reliable and effective work of satellites due
to developing of more confident forecast of near-Earth radi-
ation environment, and also due to imrovement of the satelite
design.

3. Spectrometer MSGI-5EI

Measurements of auroral particle fluxes are made using the
MSGI-5EI spectrometer [1]. The instrument includes the fol-
lowing sub-systems: high sensitive spectrometric module for
low energy ion and proton measurements; high sensitive spec-
trometric module of low energy electron measurements; low
sensitive spectrometric module for low energy electron meas-
urements, and module for the measurements of integral flux of
charged particles with the energies > 40 keV.

The detection of low energy particles, energy-charge separa-
tion is realized by two kinds of spectrometric modules repres-
enting the cylindrical electrostatic analyzers, secondary elec-
tron multiplies of the type VEU-6 (low sensitive module) or
VEU-7 (high sensitive module), charge-sensitive amplifier and
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Orbital parameters,
technical characteristics

Value

Local solar time of rising knot 9 h 15 min ± 15 min
Altitude 1018.63 ± 10.71 km
Inclination 99.63◦

Orbital period 105.33 ± 0.06 min
Eccentricity 0.000806
The angle distance between turns −26.334◦

Daily change of the longitude of rising
knot

−8.670◦

Period of izorote 3 days (41 turn)
Total mass 2600 kg
Mass of the paying load 800 – 1000 kg
Time of operation, year greater than 3
Parameters of three axial orientation:
accuracy 10′

accuracy of the stabilization 0.005◦/s

Table 1. Orbital parameters and the main technical characteristics
of the Meteor-3M No 1 satellite

the device for the formation of normalized pulses. The spec-
trometric modules measure differential energy spectra of low
energy ions (protons) and electrons in the energy range from
0.1 to 20 keV. Dynamical range of the measurements of the
ion channel is 103–108 particles/(cm2 · s · ster · keV). Dynam-
ical range of the measurements of low energy electrons for the
spectrometer MSGI-5EI is 103–2 · 109 particles/(cm2 · s · ster ·
keV). Measurements of energy spectra of electrons and ions
(protons) have two modes, controlled by external commands.
The fast one is used for the study of space-time variations dur-
ing the periods of geomagnetic disturbances. The time of meas-
urements of energy spectra is 2 s, the number of energy chan-
nels is equal 10. The second mode (the slow one) has the time
of measurements of energy spectra of 10 s, but the number of
energy channels is substantially higher and equal to 50. Bat-
ten gas discharge detectors realize measurements of charged
particles of medium energy. Dynamical range of the integral
channel constitute 1–103 pulses per second. Measurements are
realized in monitor regime independent on the regime of the
work of spectrometer. Figure 1 demonstrates the example of
auroral oval crossing.

The data base of the satellite Meteor-3M No 1 contains the
values of particle fluxes with energy 0.1–10 keV and particle
spectra. Every flight gives four auroral oval boundary crossing
for each hemisphere to determine the auroral oval position. The
determination of inner auroral oval boundary becomes difficult
in cases of overlapping of auroral oval and external electron
radiation belt.

4. Comparison of results of Meteor-3M No 1
observations with OVATION model

OVATION model [http://sd-www.jhuapl.edu/Aurora/] (see
[3, 4]) uses multiple data sets cross-calibrated to a single stand-
ard. The model gives and predicts the position of auroral oval
in real time. Data from the DMSP satellites, from NASA’s
Polar UVI imager, from the University of Alaska, Fairbanks

Meridian Scanning Photometer and SuperDARN are used for
model fitting. The DMSP particle precipitation data provides
the “core” of OVATION. But DMSP temporal resolution is
poor (about 50 minutes per updated position). The time res-
olution of Polar UVI (in the LBH-L filter used for this work)
is typically one image every 1 min 30 s, but auroral images are
available only for the northern hemisphere. Large data gaps
occur daily, whenever Polar is not in position to observe the
northern hemisphere polar regions. The Super Dual Auroral
Radar Network consists of a collection of HF radars located in
the Northern and Southern hemispheres, but its data are used
not in all cases. University of Alaska, Fairbanks MSP (Me-
ridian Scanning Photometer) data is high time resolution, but
only works (1) in darkness, (2) under fair skies, (3) when the
auroral oval is within a few degrees of Fairbanks. The veri-
fication of OVATION model requires using of data of auroral
satellite which was not used in OVATION model.

In this study we compare the predictions of OVATION
model with the results of Meteor-3M No 1 observations. This
includes the determination of the geomagnetic coordinates and
time of the oval boundary crossings by Meteor-3M No 1 satel-
lite and simultaneously the position of auroral boundaries ac-
cording to the OVATION model. After that we determine a dif-
ference in degrees between both geomagnetic latitudes. Fig. 1
shows precipitating electron fluxes observed by the METEOR-
3M satellite January 1, 2003. Fig. 2 shows the auroral oval pos-
ition provided by the OVATION model for the event January 9,
2003. The Meteor-3M crossings of auroral oval boundaries are
shown by black squares, and the closest in time DSMP satel-
lite trajectories are shown by white squares. “R” are the res-
ults of radar measurements used in the OVATION model. As
it can be seen from Fig. 2, the auroral oval position provided
by the OVATION model coincides very well with the Meteor-
3M No 1 measurements for the event January 9, 2003. Nev-
ertheless this coincidence is not observed for all events ana-
lyzed. Fig. 3 shows precipitating electron fluxes observed by
the METEOR-3M satellite January 8, 2003 and Fig. 4 shows
the auroral oval position provided by the OVATION model for
this event. The discrepancy larger than 4◦ is observed.

To make a statistical analysis of discrepancies observed we
separated all events analyzed in 6 sets according to the abso-
lute value of the difference: from 0 to 1 degrees, from 1 to
degrees, from 2 to 3 degrees, from 3 to 4 degrees, from 4 to 5
degrees and larger than 5 degrees. Fig. 5 shows the results of
produced analysis. Values on the ordinate axes show the num-
ber of analyzed events (in %). Upper part of the figure corres-
ponds to the equatorial boundary of the oval; lower part corres-
ponds to the polar boundary. It is possible to see that the model
gives quite good predictions of auroral oval location in half of
cases. Events with large discrepancy correspond to substorm
periods or to cases when the angular difference of DMSP and
Meteor-3M trajectories is larger than 20◦ (in longitudes). Me-
dium value of the discrepancy is 1.8◦ ± 1.3◦ for the equatorial
boundary and 2.8◦ ± 2.5◦ for the polar boundary.

The average positions of polar and equatorial auroral bound-
aries are also determined. Equatorial boundary is located at
68◦ ± 4◦ near noon and 62◦ ± 6◦ near midnight. Polar bound-
ary is located 77◦±3◦ near noon and 70◦±10◦ near midnight.
These values are in agreement with existing models of auroral
oval position [2, 5–9].
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Fig. 1. Precipitating electron fluxes observed by the METEOR-
3M satellite January 9, 2003

Fig. 2. Visualization of the results of the comparison of the
OVATION model with Meteor-3M No 1 data for the January 9,
2003 event. Crossings of the Meteor-3M No 1 trajectories of the
auroral oval are shown by black squares, white squares show
nearly simultaneous crossings by one of the DMSP satellites, R
are the results of radar measurements used in OVATION model

Fig. 3. Precipitating electron fluxes observed by the METEOR-
3M satellite January 8, 2003

Fig. 4. Visualization of the results of the comparison of the
OVATION model with Meteor-3M No 1 data for the January, 8,
2003 event
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Fig. 5. Results of statistical analysis of coincidence of OVATION
model predictions with Meteor-3M No 1 observations: a) for the
equatorial boundary, b) for the polar boundary

5. Discussion and conclusions

The preliminary results presented here show the capability
of the Meteor-3M No 1 satellite to verify and precise the au-
roral oval positions given by the OVATION model. We have
found that the positions of the auroral oval boundaries, ob-
served using the Meteor-3M precipitating particle flux meas-
urements, generally coincide with these provided by the OVA-
TION model. Nevertheless, for some events observed and
modeled boundaries differ in a few degrees in geomagnetic
latitude. It was found that this discrepancy increases with the
angular distance between Meteor-3M No 1 and DMSP satel-
lite used by the OVATION model as an input. We consider that
the main reason of observed noncoincidence when the angular
distance of DMSP and Meteor-3M No 1 satellite is small is the
auroral boundary motions during magnetospheric substorms.
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Substorm theories and Cluster multi-point
measurements

A. Roux, O. Le Contel, D. Fontaine, P. Robert, P. Louarn, J.A. Sauvaud, and A.N.
Fazakerley

Abstract: The development of the collisionless tearing instability is often considered as the trigger for substorms and
magnetic reconnection in the tail current sheet (CS). Yet published results show that unless the number of particles
in a flux tube drastically changes via strong spatial diffusion across B, tearing modes are stable. We review this long
lasting controversy and conclude that the collisionless ion and electron tearings are stable, or weakly unstable, at least at
low frequencies and therefore at the large scale where neutral lines are expected to form. As well, tearing modes have
Kx � Ky, but Cluster observations show large amplitude perturbations have Ky � Kx (mostly azimuthal propagation).
To identify the signature of the breakup instability we analyze Cluster data from a substorm that occurred while Cluster
was in the CS. At the end of the growth phase, enhanced fluxes of field aligned electrons (∼1keV) are observed together
with a ∼1keV decrease in the energy of the original plasma sheet population. This field aligned component corresponds
to ionospheric electrons accelerated by an (induced) parallel electric field. Both azimuthally propagating fluctuations with
quasi periods of ∼60 sec, and higher frequency wide band electromagnetic fluctuations are observed. As the active phase
starts, the waves intensify, reaching 2nT and 20mV/m for HF, and 10nT for LF. The CS gets even thinner leaving only
one satellite inside it, which observes that electrons are heated and have variable fluxes. We suggest that electron heating
is due to bounce resonance with HF waves. This is followed by a series of short lasting (∼60 sec) magnetic structures in
By and Bz. These correspond to field aligned currents and partial dipolarizations and are observed to move azimuthally.
They are associated with fast ion flows (1000km/sec), and with bursts in the amplitude of HF waves. This data analysis
suggests that HF waves produced by bouncing electrons, in an increasingly thin current sheet, interrupt the current, thereby
producing a local dipolarization and the corresponding ion flow bursts. This is consistent with the CD model.

1. Introduction

During substorm growth phase, the tail current sheet (CS)
becomes thin. The contrast between a slow (∼30mn) growth
phase and a sudden breakup (∼1mn) suggests that a plasma in-
stability plays the major role of a trigger in substorm dynamics.
The two primary and competing paradigms are the Near-Earth
Neutral Line (NENL) and Current Disruption (CD) models.
In the NENL model the filamentation of the CS is associated
with the development of the tearing instability, leading to the
formation of neutral line(s) in the mid-tail (20-30 Re) and to
subsequent fast flows. Earthward of the reconnection site (X-
line) the flow is directed earthward. Braking of these fast flows
as they approach the dipolar region can result in a dipolariza-
tion, in the near Earth plasmasheet. This dipolarization in turn
propagates tailward. In the CD (also called diffusion) model(s),
the dipolarization results directly from the development of an
instability that reduces/diffuses spatially the tail current (Jy).
Later the dipolarization may expand radially, thereby causing
the reduction/spatial diffusion of the current in a broad region.
In this type of model the formation of X-line/point can be the
consequence of the dipolarization instead of being its cause.

In sections 2 and 3 we review theory and observations rel-
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evant to the two kinds of instabilities. The two models have
similarities. For instance field aligned currents are expected
to develop in both cases. Yet their characteristics also differ.
For instance, the tearing instability has to produce a spatial
modulation in the radial direction (Kx), while instabilities in-
volved in CD/diffusion should produce an azimuthal modu-
lation (Ky). As well, the instability mechanism must develop
on a time scale consistent with that of breakup. In section 4
we present Cluster data from a substorm that occurred while
Cluster spacecraft (s/c) were located in the CS, and try to de-
termine what model fits best with the data.

2. Can tearing instability produce spontaneous
reconnection in collisionless plasmas?

In most recent literature, it is assumed that the X-line(s)
structure(s) can be formed, either via tearing instability, or by
suitably controlling external conditions (forced reconnection).
A particular emphasis has been put on the potential role of Hall
currents in a situation where the current sheet is very thin, so
that ions are demagnetized. Yet in a real situation, how ex-
ternal constraints could lead to the formation of an X-line re-
mains unclear and we do not know how this X-line could re-
main quasi-stable for quite a long time. On the other hand the
tearing instability is known to be a viable mechanism to form
X- line(s). A reversed magnetic field configuration is indeed a
source of free energy. Tearing modes have a negative energy
and can therefore be destabilized via a dissipative process. In
collision dominated plasmas, collisions ensure this dissipation:
the tearing modes are therefore unstable, and their develop-
ment leads to the formation of X-lines and O-type islands. In
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the Earth’s plasmasheet, some form of collisionless dissipa-
tion must play the role of collisions. [4] suggested that electron
Landau damping for this, which can work provided there is no
normal component. It was soon realized that even a small Bz
stabilizes the electron tearings. Indeed the presence of a finite
Bz modifies electron motion (they are magnetized) which re-
moves the Landau resonance and the corresponding collision-
less dissipation (e.g. [6], [9]).

Schindler [18] suggested that ion Landau damping (associ-
ated with unmagnetized non-adiabatic ions) could provide the
dissipation required for tearing instability to develop. How-
ever, he assumed that electrons were cold (Te=0). [10] have
shown that with finite Te, the energy associated with electron
compressibility is larger than the free energy available from the
reversed magnetic field configuration. Hence ion tearing can-
not develop over realistic distances. [10] showed that LT <
(π2B0H/2Bn) is a sufficient condition for stability. Here LT

is the wave length of the tearing mode, H the CS thickness, and
Bo and Bn the lobe and normal magnetic fields. For an already
thin CS (L∼2000km), and Bo/Bn ∼20 we get LT > 30Re,
which is still much too large. Furthermore the WKB domain is
limited by k > (Bn/HBo), and hence LT < (2πBoH/Bn).
Combining the two inequalities we find that there is no para-
meter space for ion tearing instability to develop. This stabil-
izing effect, called the electron compressibility, is linked to
the strong magnetization of CS electrons. In order to preserve
charge neutrality ions should follow electrons, which requires
more energy than available in the reversed field configuration.
Hence ion tearing instability is unlikely to develop.

Pitch angle diffusion or electron stochasticity could replace
the role normally played by collisions. It was thus suggested
that electron scattering could restore the ion tearing by remov-
ing the stabilization due to electron compressibility [5, 2]. This
idea was incorrect: it was found that what really matters is the
conservation of the number of electrons on a flux tube [14].
Neither pitch angle diffusion nor electron stochasticity change
significantly the number of electrons in the flux tube.

More recently [19] suggested that an untrapped electron pop-
ulation could reduce the stabilizing effect associated with trapped
electrons. [19] showed that transient/untrapped electrons do
modify the stability condition (above). They showed that in-
clusion of untrapped electrons introduces a factor (3T e/T i)2
in the Lembege and Pellat sufficient condition for stability.
Thus it seems there is still a window where ion tearings could
develop ((π2BoL/2Bn)(3Te/Ti)2 < LT < πBoL/Bn). For
Ti/Te ∼ 7, and the same parameters as above, we get LT >
6Re, implying that the CS should be homogeneous over at least
6Re, which is still large. Marginal stability threshold analysis
showed that collisionless tearing instability is much less sens-
itive to the ratio Ti/Te than expected from the criterion quoted
above [20]. That study also evaluated the growth rate and found
that when tearing modes are unstable they grow over a typical
time scale of ∼5mn, which is too long for breakup.

Thus, in a collision-free plasma, spontaneous reconnection
via tearing modes leading to X-line(s) formation does not seem
to be a viable mechanism to trigger substorms. Of course the
formation of X-line(s) can be forced via external conditions as
it is often the case in numerical simulations.

Artificially applied or numerical resistivity determines the
formation of X-line(s) in MHD simulations, which therefore

cannot be used to investigate spontaneous tearing modes. Most
recent simulations take into account Hall effects, which can
provide collisionless dissipation, in the Ohm’ s law. Fully kin-
etic 2.5 and 3D simulations are now used to explore the nature
of collisionless dissipation process (e.g. see [7]). Computing
time constraints, however, introduce serious limitations. The
formation of X-lines is forced by external conditions, or sim-
ulations start with a Harris sheet (with Bz=0 and thus no elec-
tron bounces). Even in the cases where the modes are allowed
to grow spontaneously, constraints on computing time and the
dimensions of the 2 or 3D simulation boxes are such that elec-
tron bounce motion cannot properly be described for realistic
ion to electron mass ratios. Thus, different simulation para-
meter domain and boundary conditions lead to differences in
the predicted development of the tearing instability. For in-
stance while [22] concluded, from kinetic simulations, that ion
tearings are unstable, [16] concluded to stability irrespective of
Ti/Te.

Inclusion of Hall terms is an important improvement, but
they are not sufficient to describe important kinetic effects.
Furthermore it is not clear that kinetic effects are limited to
a small diffusion region at the electron scale (Le∼few km). In
this paper, we discuss the possible role of electron bounce res-
onance, which has associated dissipation that occurs at the lar-
ger scale of the CS. The electron bounce period (T be) is com-
parable to the proton gyroperiod in the lobes (TH+).

In order to identify the dissipation mechanism, simulations
runs with initially closed field lines, where electrons can un-
dergo several bounces, and carried out in a parameter regime
such that Tbe ∼ TH+, are needed. Note that the ratio Tbe/TH+

depends on the mass ratio M/m which is used in the simulation.
Thus it is still unclear that X-lines can develop in a realistic
collision-free plasma and remain stable for a long time.

3. Current disruption model(s)
The CD models are much less developed than reconnec-

tion models. Unlike tearing, the modes that disrupt Jy lead to
azimuthal modulation. The premise is that once the CS gets
very thin, Jy can exceed the instability threshold [12]. The en-
hanced Jy can be produced by a strong ion pressure gradient,
as required for the ballooning instability (e.g. [17]). Current
driven instabilities can interrupt or spatially diffuse the tail
current. In the latter case the total current remains the same,
but Jy decreases in the equatorial region. This decrease in Jy
leads to a local dipolarization. For a full substorm the cur-
rent disruption/diffusion expands, leading to a more dipolar
configuration over the whole plasma sheet. The dynamics of
this expansion depends on the non-linear evolution of the in-
stability and on the distribution of the currents. For a large
substorm the instability is likely to develop in the near Earth
plasma sheet, magnetically conjugate to the equatorward most
(breakup) arcs, and then expand azimuthally and radially out-
ward.

An earthward expansion is not ruled out in weak and/or
pseudo substorms with onset arcs at higher latitudes. Although
the instability mechanism is essentially the same, whatever the
radial distance, the non linear evolution does produce different
effects at small and large distances. Indeed at large distances
(∼20Re and beyond), B is in general small enough that the in-
stability can reverse the sign of Bz, and thus the sense of the
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flow. Similarly changes in the currents can produce a negative
Bz and lead to a magnetic null. Therefore an X-line/X-point
can be the consequence of current disruption. In the current
disruption models the ion flow is produced by an inductive
electric field: Ey = −∂Ay/∂t, where the characteristic time
is given by the time variation of the magnetic field associated
with the dipolarization. Then the ion flow is simply given by
the corresponding �E × �B/B2.

As alluded to above, CD/diffusion can be produced by dif-
ferent instabilities. T. Lui proposed that CD is achieved via
lower hybrid drift or ion Weibel instability. The ballooning in-
stability proposed by Roux et al. was investigated in a series
of papers, based upon MHD, multi-fluid, and kinetic approach.
[13] concluded that ballooning modes are generally stable, while
[11] concluded that ballooning modes are unstable for β ∼1.
From a kinetic description carried out in a regime where both
ions and electrons are non-adiabatic, [8] concluded that bal-
looning modes are weakly unstable.

Given the short time scale of CD (and substorm breakup),
[15] suggested that the “high frequency” (≥1 Hz) waves they
observe together with lower frequency (T∼60s) ballooning modes
can disrupt the parallel current associated with the modulation
of the perpendicular current (Jy) by the ballooning modes. If
the current sheet becomes very thin Jy has to be carried by
electrons (see next section). Then high frequency waves can
act directly, disrupting Jy, as will be discussed later.

4. Comparisons with observations
It is not easy to find tests that could be applied to determ-

ine which model fits best observations. For example, the exist-
ence of a quadrupolar By is a candidate signature of a nearby
diffusion region associated with an X-line. In fact this kind
of signature can also be produced by the field aligned current
associated with the development of the ballooning instability.
Here we discuss tests that can be applied to Cluster data to
discriminate the two types of theories. In particular, the dir-
ection of the spatial perturbation. Tearing like perturbations
correspond to radial modulation and therefore are character-
ized by kx (kx � ky). On the other hand ballooning modes
and current driven instabilities are characterized by large ky
(ky � kx). Thus a Hall structure should be essentially in-
variant by translation along the Y, and its magnetic signature
should be observed on By. On the other hand an azimuthally
moving perturbation (ky) should lead to an azimuthal modula-
tion of Jy and hence, via divJ=0, to localized filamentary field
aligned current structures. The passage of a filamentary struc-
ture should produce simultaneous perturbations on the By and
Bz. We investigate a substorm that developed on September
12, 2001, while the 4 Cluster s/c were inside a relatively thick
current sheet (CS) for ∼45mn. A negative bay was observed at
Tixi at 13:10, followed by a positive bay at 13:15. Weak Pi2,
observed at Kakioka, intensify after 13:10.

Fields: Figure 1 shows relevant Cluster data. The s/c were
located near midnight LT, at ∼19Re. The distance between the
s/c was of order 2000km, with s/c3 at a lower Z than the others.
Estimates of CS thickness (H) and the location of CS center
(Zo) based on fits to a Harris sheet are also included. The fits
are good when the magnetic components are different at the
4s/c, and Bx different from Blobe (the s/c are inside the CS).
As well, between 13:09 and 13:15, only one s/c is inside the

CS and the fit overestimates the CS thickness and underestim-
ates the current. With these restrictions in mind we can try to
investigate a possible relation between CS dynamics and CS
thickness.

Bx

By

Bz

Ey

Vx

Vy

Jx

Jy

H

Fig. 1. Cluster filed parameters for this event. H and Zo are
the CS thickness and center, respectively. The two vertical lines
bracket the filamentary magnetic structure at ∼13:15 and the
associated local dipolarization (see end of section 4).

Before 13:04 (not shown) the CS thickness decreases from
∼10000km to ∼3000km. Low frequency (T∼5mn.) oscilla-
tions are observed in the CS, but Ey and Vx remain steady
and very small. Jx is negligible while Jy increases from 3 to
8 nA/m2. The ion velocity, Vyi ∼100km/sec, is sufficient to
carry the westward current. In Figure 1, between 13:04 and
13:15 the CS gets very thin H ∼2000km or less, since only
s/c3 remains inside it. Hence H ∼ ρi, the ion Larmor radius in
the lobes. Larger amplitude, shorter period (T ∼100sec) fluc-
tuations, together with HF fluctuations (on δE and δB), are ob-
served. Panel 4 shows electric fluctuations. During this period
Vxi (panel 5) seems to increases, but this enhancement can be
due to the finite radii effects in a very thin CS, as pointed out
by [21]. In any case the estimated Vxi remains relatively small.
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Vyi (panel 6) becomes negative, thus the Jy current, which is
positive and enhanced during this period, has to be carried by
electrons. The large negative values of Vyi can be due to an
electric field Ez, pointing towards CS center (e.g. [1]), or to
a finite radius effect (e.g. [21]), or both. During this period,
the interspacecraft distance is at least the CS thickness so J is
likely underestimated, hence Jx > 10nA/m2 (panel 7) and
Jy > 20nA/m2 (panels 8). The increase in the current dens-
ity Jy and the decrease in the CS thickness are approximately
consistent with conservation of total current.

Between 13:15 and 13:20 large amplitude fluctuations (∼
100 sec) continue to modulate Bx, but the amplitudes at the
4 s/c are similar and Bx decreases, indicating the CS is thick.
These structures correspond to fast ion flow bursts (∼1000km/sec)
around 13:15:30. Examination of the ion distributions indic-
ates that we are observing ion flow bursts (see below). Large
amplitude high frequency (HF) fluctuations (B∼0.5-2nT, E∼5-
20mV/m) are simultaneously observed (see panel 4).

During the thinning of the CS (13:04-13:12) the s/c3 Bz
component is weak and often changes sign. The s/c3 By com-
ponent increases and becomes very different from By at the
other three s/c. Thus By depends on how deep the s/c is in the
CS and so does not does not correspond to a uniformly ap-
plied guide field. During this early period the variations of Bz
are smaller than the variations of the other components. Thus
the current density is essentially invariant along Y. Between
13:12 and 13:15 |B| is very small around 13:12:25, 13:13:00,
and 13:14:15. This near cancelation does not correspond to
a particular ion acceleration. Indeed the electric component
Ey changes sign simultaneously, which indicates that electric
and magnetic fluctuations correspond to low frequency fluc-
tuations propagating essentially eastward (they are seen first
at C2 which is located to the west of the other s/c). After
13:13 (in particular∼13:15:30) the variations of Bz and By are
comparable in amplitude and simultaneous; they correspond
to filamentary currents. Full resolution data from EFW (Fig-
ure 1, panel 4) and STAFF (not shown) give evidence for large
amplitude (5-20 mV/m, 0.5-2nT) “HF” fluctuations (<10Hz).
These fluctuations are confined in the CS, but they are not loc-
alized near the quasi-nulls in the magnetic field.

Electron Dynamics: Figure 2 displays PEACE parallel elec-
tron fluxes over a longer time period. Before 13:04, the ener-
getic electron (few keV) flux is about the same at the 4 s/c,
consistent with the CS thickness being larger than the inter-
spacecraft distance. Low energy, quasi- monoenergetic elec-
trons (up to a few 100eV) are sporadically observed along with
the quasi steady energetic (∼few keV) plasma sheet compon-
ent. This low energy component is only observed in parallel
and anti-parallel fluxes and the variations in the energies of
these two components are in antiphase. After 13:04 the energy
of plasma sheet electrons decreases at all s/c, but a component
with a very low initial energy is observed on s/c3. Its energy
increases up to 1keV as it merges with plasma sheet electrons.

Figure 3 shows s/c3 antiparallel, perpendicular, and parallel
electron fluxes from 13:00 to 13:20. Around 13:04 (first ver-
tical red line) we observe an accelerated electron component.
The energy increases from < 100eV to ∼ 1keV , when this
component merges with the pre-existing plasma sheet popu-
lation. This electron structure is observed only on s/c3. The
enhanced flux around 1keV lasts ∼7mn, but its energy and its

Fig. 2. PEACE parallel electron energy fluxes from the four s/c

intensity fluctuate. This initially very low energy population of
(presumably) ionospheric electrons gains about 1keV. Between
∼13:12 and 13:15 the electron energy suddenly increases at
s/c3, but the flux is highly sporadic. Simultaneously, the en-
ergy and flux decrease at s/c 1,2, and 4, suggesting they are in
the BL. Hence, the CS is likely even thinner than during the
previous period.

The energetic electrons observed on s/c3 correspond to a
bursty electron population accelerated in the near equatorial
region. Between 13:15 and 13:19 the bursty electron acceler-
ation continues, but now on all 4 s/c, suggesting that the CS
has expanded irregularly. This is confirmed by an increase in
H just after 13:20 (not shown in Figure 1). After 13:19 the
electron flux on the 4 s/c is more steady, less energetic, and
isotropic, again indicating a typical electron plasma sheet. In
summary, as the CS thins, we observe first an accelerated iono-
spheric electron population merged with a decelerated plasma
sheet population, and then, as the CS gets even thinner, bursty
accelerated electrons.

5. Discussion
On September 12, 2001, Cluster monitored the thinning of

the CS. From 13:04 to 13:12, as the CS thickness decreases
and H ∼ ρi, an initially low energy electron population shows
up. These electrons are accelerated up to 1 keV and their flux
is very large, at least at s/c3, which is closer to the equator.
The lack of significant signature at s/c 1, 2, and 4 indicates that
this accelerated electron population is highly confined near the
magnetic equator. Electrons are, however, field aligned. If they
were accelerated in a diffusion region near a neutral line, the
By signature should change sign as Bx changes sign (at least
as long as Bz does not change sign). A large By component
is indeed observed at s/c3 until 13:12 (Figure 1, panel 2), but
By remains positive as Bx changes sign around 1308:30, and
Bz remains small but positive. Another interpretation should
be sought. We suggest that this initially low energy component
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Fig. 3. s/c3 PEACE Electron energy fluxes in 3 directions:
opposite (top), perpendicular (middle), and parallel (bottom) to B.

is low energy electrons coming from the ionosphere or from
adjacent regions, and which are accelerated by a parallel elec-
tric field directed towards the equator (on both sides of the
equator), and confined in the near equatorial region. This could
also account for the arch- shaped structures observed before
13:04. The arch-shaped acceleration structures observed be-
fore 13:04, however, have much smaller fluxes and reach lower
energies (few 100eV). They should therefore correspond with
much smaller parallel electric fields. In both cases trapped elec-
trons (plasma sheet) loose energy while passing ionospheric
electrons gain energy in the near equatorial region. This is con-
sistent with the conservation of the total energy and of the first
and second invariant for electrons. Data displayed in Figures 1
and 2 indicate that the energy reached by accelerated electrons
is controlled by two factors: the distance from the equator, nor-
malized to the CS thickness, and the modulation by LF waves.
Hence the parallel electric field is induced (not static) and is as-
sociated with the CS fluctuations. A mechanism for the form-
ation of parallel electric fields, via fluctuations in the current
density, is discussed by [3].

Between 13:12 and 13:14 the amplitude of HF fluctuations
increases at s/c3 (see Figure 1, panel 4), while it decreases at
the other s/c. When the s/c leave the CS, as is the case when all
do between 13:14:30 and 13:15, the fluctuation level decreases
significantly. This indicates the waves are confined to the CS,
and that their intensities are maximum near the equator. Fig-
ure 4 illustrates the relation between HF fluctuations and elec-
tron acceleration. It shows the electron flux, integrated over all
pitch angles, versus time and energy. The electric component
of the (<10Hz) HF fluctuations (δEy) is also plotted. Bursts of
energetic electrons (typically above 1keV) correspond to bursts
in the amplitude of electric and magnetic HF fluctuations. Dur-
ing these bursts the amplitude of the waves is very large (typ-
ically 0.5- 2nT, 5-20 mV/m). The largest bursts occur between
13:12 and 13:14:30, for s/c3, and around 13:15 and 13:16, for
all s/c. The good correspondence between electron and wave
bursts suggests that the waves heat the electrons. Given the
frequency range we expect that acceleration occurs via bounce
resonance. Indeed Tbe∼2sec, for 4keV, which is comparable
to the period of the waves. It is suggested that HF/small scale
fluctuations accelerate and isotropize electrons.

During the early period (13:04-13:12) By>0 and large at

13:10 13:12 13:14 13:16 13:18 13:20

0 2 4 6 8 10mn. from beginning 
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Fig. 4. Figure 5 shows the electron flux, integrated over pitch
angle, together with the electric field Ey. Largest Ey fluctuations
generally correspond to bursts of energetic electrons.

s/c3, while Bz is small. Hence the Jx current corresponds to a
plane sheet more or less invariant along Y. Yet, as pointed out
above, the By signature does not correspond to that of a Hall
current structure. At ∼13:15:40, and 13:17:40, large amplitude
fluctuations are observed simultaneously on By and Bz; their
signatures correspond to filamentary currents. The most prom-
inent structure is at ∼13:15:40. It corresponds to a filament
with the current along the X direction, not to a flux rope exten-
ded along Y. As the structure is observed first at s/c2, it is mov-
ing eastward. The same is true for the other structure which is
also propagating eastward. As pointed out in section 4, a sim-
ultaneous By and Bz signature, and azimuthal propagation are
expected for an instability which develops in the azimuthal dir-
ection and leads to a cancelation of the tail current. In line with
this, we observe that the CS thickens after the passage of each
structure, as evidenced by large decreases in the Bx compon-
ents. For instance, the large amplitude structure observed in By
and Bz between 13:15 and 13:16 precedes a decrease in the Bx
component at all s/c, and hence a decrease in the current dens-
ity Jy. Current density perturbations move azimuthally east-
ward as expected from current disruption model.

The flow velocity remains small until 13:15. Between 13:15
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and 13:16 a fast ion flow burst takes place (∼1000km/sec)
while the CS thickness increases. This suggests the filament-
ary field aligned current structures produce a local reduction of
Jy via ∇·J=0, which leads to enhanced Ey, and earthward ion
acceleration. The induced electric field Ey and ion flow Vx are
linked to the variation of Jy: ∂Jy/∂t ≈ ∂2Ey/∂z2, which is
valid as long as ∂/∂z � ∂/∂y, ∂/∂x, and ∇.E = 0. These
conditions are fulfilled for a thin CS, in the low frequency limit.
For Jy25nA/m2, H 2000km, and a rise time (for Ey or Vx)
t∼25sec, we get Ey∼4mV/m, consistent with that measured by
EFW. For Ey∼4mV/m, and Bz∼5nT we get Vx∼800km/sec.,
also in agreement with observations. Thus the short lasting fast
flow bursts during the thickening of the CS can be interpreted
as a consequence of the reduction in Jy.

6. Conclusions
In a collisionless plasma, spontaneous reconnection via tear-

ing instability does not seem to be a viable mechanism to form
X-lines. In order to initiate magnetic reconnection the key ques-
tion is to produce a large ∂Ay/∂t (an inductive Ey). Since
the tearing instability is unlikely to develop in a collisionless
plasma, ∂Ay/∂t has to be achieved by (fast) changes in ex-
ternal conditions, or by local interruption of Jy over a short
time scale via an instability. We have shown here an example
of how a large electric field Ey can be induced by a fast re-
duction in the Jy current. This reduction is associated with the
development of filamentary current structures that can result
from the development of an azimuthally propagating (ky) mod-
ulation (such as a ballooning mode), or from a smaller scale
instability that reduces the currents. Large amplitude (0.5-2nT,
5-20 mV/m) high frequency fluctuations are indeed observed
in association with the eastward travelling low frequency cur-
rent structures. These HF electromagnetic fluctuations are con-
fined in the thin active CS. Their close association with bursts
of energetic electrons suggest that HF fluctuations accelerate
and isotropize the electrons. When the Jy current is carried by
bouncing electrons, as it is the case for the event discussed
here, HF fluctuations can directly reduce Jy by scattering field
aligned electrons, and/or reducing field aligned currents Jx.

In summary we suggest that the reduction in the tail current
is achieved via a series of local ”dipolarization“ events, such as
the ones described here. Then the dipolarization in the whole
plasma sheet would result from the overall summation of local
events corresponding to interruption/diffusion of Jy. This re-
sembles a “chain reaction”.
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Cluster observations during pseudo-breakups and
substorms
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Abstract: We discuss Cluster observations of the magnetotail plasma sheet during a set of successive auroral activations
between 0300 and 0600 UT on September 15, 2001. Cluster was located near the midnight meridian at about 19 RE

downtail, with foot points on the CANOPUS network, staying in the plasma sheet. Analyzing Cluster magnetometer and
ion spectrometer data, we found that the activity in the plasma sheet starts after a 2.5 hours long interval of Bz decrease;
the pseudo-breakups and small substorms, detected by CANOPUS, are associated with enhancements of tailward ion flow.
The substorm, following the pseudo-breakups, corresponds to a high-speed ion flow reversal from tailward to Earthward,
with a quadrupolar magnetic field structure and intensive ion heating. Thus, the substorm is associated with magnetic
reconnection in the near-Earth (X >-19 RE) plasma sheet. The current sheet half-thickness, estimated using four-point
magnetic field measurements, gradually decreased prior to the flow reversal, achieving a minimum (less than 1000 km) at
expansion phase onset. Finaly, the excitation of quasi-harmonic waves with periods of 150 - 200 s, propagating duskward
with velocities of 50 - 100 km/s, was detected by the Cluster magnetometers during and after the flow enhancements.
Since the IMF was mostly northward, the plasma sheet disturbances during this interval were most likely internally
triggered.

Key words: Substorms, Pseudo-breakups, Current sheet, Reconnection.

1. Introduction

In situ observations in the mid tail plasma sheet are import-
ant for understanding physical mechanisms of energy conver-
sion during magnetospheric substorms and substorm-like ac-
tivations. Key issues are the evolution of the magnetotail cur-
rent sheet structure and the spatial localization of instabilities,
responsible for burst-like energy release. Numerous previous
studies with single spacecraft or occasional spacecraft constel-
lations gave the basic information to construct physical mod-
els of a substorm. For example, ISEE-1/2 observations show
temporal changes of the magnetotail current sheet thickness
and structure [1] and formation of a thin current sheet prior to
expansion phase [2]; observations by the Geotail spacecraft al-
lowed to place the most probable location of a reconnection re-
gion associated with substorm onset between X=-20 – -30 RE

and 0< Y <8 RE [3, 4, 5].
The four Cluster spacecraft have polar orbits with apogee at

∼-19RE . Forming a quasi-regular tetrahedron in the magneto-
tail, Cluster enable to identify moving spatial structures like
boundary layers, current sheets, wave and flow burst fronts.
Four-point timing analysis [6] allows to determine the direc-
tion of the spatial structures motion. Therefore, Cluster ob-

Received 17 May 2006.

A. Runov, R. Nakamura, W. Baumjohann, M. Volwerk, T. Takada,
Z. Voros, and T. L. Zhang. Space Research Institute Austrian
Academy of Sciences, Schmiedlstrase 6, A-8042 Graz, Austria
I. O. Voronkov. University of Calgary, Calgary, Canada
Y. Asano. Tokyo Institute of Technology, Tokyo, Japan
A. Vaivads. Swedish Institute of Space Physics, Uppsala, Sweden
S. Haaland. MPE, Garching, Germany
H. Rème. CESR/CNRS, Toulouse, France
A. Balogh. Imperial College , London, UK

servations may provide information about meso-scale (with
scales in between several hundreds and several thousands km)
transient structures, their internal structure and motion during
substorm-like events.

This paper presents a detailed analysis of four-point Cluster
observations during a set of successive pseudo-breakups and
substorms between 0300 and 0600 UT on September 15, 2001.
We will focus on the detection of spatial structures and charac-
terization of their motion. A description and analysis of ground-
based observations, IMAGE and GOES spacecraft measure-
ments are contained in the accompanied paper by Voronkov et
al., this issue.

2. Overview

The overview plot for interval 0000 - 0600 UT on September
15, 2001 is presented in Fig. 1. The IMF Bz (Wind and Geo-
tail data, Fig. 1, a, X and YGSM positions are specified on the
plot) was southward during 0000 - 0045 UT, turned northward
at 0045 - 0050 and stays mainly northward except for short
excursions at about 0400 and 0530 UT. The substorm with the
AL peak of -700 nT (Fig. 1, b) was observed between 0000 -
0050 UT. After the northward turning of the IMF, the AL index
decreases to zero. The activity starts again apparently without
external triggering at ∼0340 UT, with a drop of H e and a local
increase of Hp detected by GOES-8 at geostationary orbit (the
vertical dashed line in Fig. 1).

During 0000 - 0600 UT the Cluster quartet traveled between
[-18.9, 3.5, 1.1] and [-18.5, 3.3, -3.4]R E (barycenter, GSM co-
ordinates), forming a nearly regular tetrahedron with the largest
inter-spacecraft distance of 1700 km (Fig. 1, uppermost panel).
The X− and Z− (GSM coordinates are used overall the paper)
components of the magnetic field from the Cluster Fluxgate
Magnetometer (FGM, [7]) at the most northern (C4, thick line)
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and most southern (C3, thin line) spacecraft are plotted in Fig.
1, (panels e and f). The ion time-energy spectrogram and pro-
ton bulk velocity from Cluster Ion Spectrometry experiment
(CIS, [8]) are presented in Fig. 1 g and h. Fig. 1 d shows the
magnetic field strength in the lobe, estimated from the FGM
and CIS data assuming pressure balance. During the substorm
between 0000 - 0050 UT Cluster observed a set of Earthward
high speed bulk flow bursts followed by strong dipolarization
in the mid-tail plasma sheet (Bz ∼ 15 nT). Between 0100 -
0340 UT Cluster observed a gradual decrease of Bz down to
zero and increase of the magnetic field gradient (difference
between Bx at C3 and C4). The ion flow is near zero level
and ion temperature gradually decreases.

After∼0340 UT the activity in the plasma sheet arises again:
Cluster detects a sequence of three successive tailward high-
speed ion flow bursts followed by high-speed flow reversal.
During approximately 0300 - 0600 UT Cluster foot points were
conjuncted to the CANOPUS network. The observations on
CANOPUS (see Voronkov et al., this issue) show the set of
successive small local substorms and pseudo-breakups associ-
ated with the tailward ion flow bursts between 0340 - 0445 UT
and a moderate full developed substorm during the ion flow
reversal at 0455 - 0535 UT.

Further we discuss Cluster observations during small sub-
storms and pseudo-breakups (0340 - 0445 UT) and during the
substorm interval (0455 - 0535 UT) separately.

3. Cluster Observations During Small
Substorms and Pseudo-Breakups

Fig. 2 presents the Cluster observations in the magnetotail
plasma sheet during 0315 - 0445 UT on September 15, 2001.
Before the activity starts at 0340 UT, the magnetotail current
sheet at the Cluster orbit was stable and quasi-1D, with the
gradient directed dominantly along Z . The half-thickness of
the current sheet, estimated using the Harris function (HL)
varies between 1 - 2 RE , showing a breathing of the sheet.
Ion flows in the plasma sheet are at the near-zero level and the
lobe field is stable at a level of 36 nT, indicating rather quiet
plasma sheet prior to the activation.

The situation changes dramatically at 0341 UT (vertical da-
shed line), when the 370 s. long tailward flow burst with velo-
city of -400 km/s at 0345 UT and large-amplitude variations of
the magnetic field were detected by Cluster. The tailward flow
burst was followed by the negative variation of Bz with min-
imum of -10 nT, bipolar variations of By (mainly negative dur-
ing the tailward flow). Bx first slightly increases then abruptly
drops to zero. The quasi-1D current sheet structure changes ab-
ruptly to a complex 3D one with all three components of the
electric current density vary between -5 - 5 nA/m2. The current
sheet half-thickness estimation using the Harris function can
not be meaningfully made during this interval. The energy of
ions increases, some exceeding the CIS energy range (40 keV).
The estimated lobe field first increases, has a local minimum,
increases again up to 38 nT and then decreases down to 32 nT.
The Y − component of the convection electric field, estimated
as −V×B increases up to 3.5 mV/m (Fig 1, i), indicating that
the tailward flow carries a significant amount of the magnetic
flux.
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Fig. 1. September 15, 2001: The Cluster tetrahedron configuration
in respect for the tetrahedron barycenter and event overview plot:
IMF Bz at Wind and Geotail (a), abs. values of AL−index from
Kyoto monitor (b), p− and e− components of the magnetic field
at geostationary orbit (c), the magnetic field strength in the lobe
estimated from the Cluster CIS and FGM data (d), Bx and Bz

(GSM) at Cluster 3 (thin) and 4 (thick) (e and f, respectively),
ion energy-time spectrogram from Cluster 1 (g), X−component
of the ion bulk velocity at Cluster 4 (h).

At ∼ 0350 UT Cluster detected the next tailward ion flow
burst with duration of 150 s and velocity of -400 km/s. B x at
Cluster 1, 2 and 4 increases up to 17 nT, while Bx at Cluster 3
stays around zero. By at Cluster 1,2 and 4 shows a negative
excursion down to -16 nT, while By at Cluster 3 varies in the
range of ±3 nT. Bz at all four spacecraft shows bipolar vari-
ation, associated with minimum of By . The corresponding cur-
rent density increases up to 10 nA/m2, with positive peaks of
jy and jx and bipolar variation of jz . The lobe magnetic field
strength locally increases up to 39 nT. These signatures allow
interpreting this structure as the tailward propagating flux rope
[9]. The Harris estimate of the half-thickness of this structure
locally decreases down to 3000 km.

During 0359 - 0417 UT Cluster observed the tailward ion
flow with velocity varying between -600 and -200 km/s with
two distinct velocity enhancements, corresponding to two dif-
ferent auroral activations (see Voronkov et al., this issue). The
first flow enhancement was detected at about 100 s earlier than
the magnetic field variations. At the very beginning of the flow
interval Bx at Cluster 3 was around zero and the other three
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Fig. 2. Estimated lobe magnetic field (a), X−, Y − and
Z−components of the magnetic field (GSM) (b,c,d) from
Clsuter 1 (solid black), 2 (dashed), 3 (gray) and 4 (thin black),
X−, Y − and Z−components of the calculated current density
(e), estimated half-thickness of the current sheet in 103 km (f),
time-energy spectrogram, Cluster 1 (g), X−component of the ion
bulk velocity (h), and calculated convective electric field (i) versus
UT.

spacecraft detect Bx ∼5 nT. At the same time, By at Cluster 3
locally increases up to ∼10 nT, and By at Cluster 1, 2 and
4 locally decreases down to ∼-10 nT; Bz at all four space-
craft exhibits a bipolar variation from positive to negative. The
lobe field strength has a local peak of 38 nT. The magnetic
field data are consistent with a dawnward (−Y ) motion of the
X−directed current. About 1.5 min later on, at 0403 UT, Cluster 2
shows a negative excursion of Bx down to -10 nT and pos-
itive excursion of By up to 10 nT, Cluster 4, a positive vari-
ation of Bx up to 10 nT and a negative one of By dawn to
-10 nT, while Bx and By at Cluster 1 vary between -2 and
5 nT, Bx and By at Cluster 3 stay at about -10 nT and ∼10 nT,
respectively. Bz at all four probes reverses from negative to
positive. These observations can be interpreted as signatures
of tailward propagation of the Z−directed current filament.
The estimated thickness of the current sheet decreases down
to ∼2000 km. At 0405 UT, Bx and By at all four spacecraft
are close to zero, while Bz trace from Cluster 2 differs from
the others, indicating a presence of the current, directed tail-
ward (−X). At ∼0410 UT Cluster crossed a relatively thin
current sheet with current density increasing up to 14 nA/m 2.
Assuming that this current sheet is a planar boundary, four-
point timing gives an estimate of the boundary normal velo-
city [0.0, 0.53, -0.85]*83km/s: The current sheet moves south-
and dusk-ward. Estimated half-thickness of the sheet is about

2500 km. The tailward flow velocity increases to 500 km/s, and
Cluster/CIS detects a short increase of plasma density with de-
crease of ion energy. The convection electric field increases up
to 6 mV/m.

During 0425 - 0435 UT, Cluster observed tailward ion flow
with velocity of -600 km/s. The magnetic field is strongly fluc-
tuating, with amplitude of fluctuations of 15 - 20 nT. Bx is
mainly negative at Cluster 3 and positive at the three others.
By > 0 at Cluster 3 and By < 0 at the three others. Bz is
mainly negative at the all four. The electric current directed
mainly along Y with significant positive X . jz experiences bi-
polar variation, indicating the current sheet corrugation in Y Z
plane. The current density reaches 18 nA/m2, and the estim-
ated half-thickness of the current sheet decreases down to 1500
- 2000 km. Energy of ions increases to ∼8 keV during this in-
terval.
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Fig. 3. Y − (upper row) and Z− (bottom row) components of the
magnetic field at Cluster 1, 3, and 4 versus Bx for 0359 - 0417
and 0425 - 0435 UT. Samples with Vx <-100 km/s are used only.
The thick lines show the average values in each 2 nT bin.

During the tailward fast flows intervals 0359 - 0417 UT and
0425 - 0435 UT the magnetic field at the most southern space-
craft (Cluster 3) was smaller and at the most northern one (Cluster 4)
was larger than at the others, which is consistent with their
GSM location (Fig.,1, uppermost panel). Thus, the GSM sys-
tem is an appropriate proxy for the current sheet normal co-
ordinate system. Fig. 3 shows Y and Z components of the
magnetic field from Cluster 1, 3 and 4 corresponding to Vx <-
100 km/s versus Bx. For both intervals Bz is positive in the
southern half and negative in the northern half of the sheet,
while Bz is predominantly negative, which is consistent with
the quadrupolar out-of-planefield pattern at tailward side of re-
connection site [3]. The same analysis applied to the first two
flow bursts (0341 and 0350 UT) does not show any regular be-
havior of By and Bz in respect to Bx.

Fig. 4 presents low-pass filtered Bx and Bz time series from
all four Cluster spacecraft and Vx time series from Cluster 1, 3
and 4. Note, that time (in seconds after 0340:00 UT) increases
from right to left in this plot. It is visible from the presen-
ted data that the ion bulk flow enhances instantaneously with
Bz reversals from some positive value to a negative one. Con-
sidering the Bz reversals as a signatures of a spatial bound-
ary, separating accelerated plasma flow carrying the southward
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Y

Z

Fig. 4. Low-pass filtered Bx and Bz reverse time series from
all Cluster spacecraft, Vx from Cluster 1, 3 and 4, and Y ZGSM

projections of normal vector resulting from Bz timing analysis.

magnetic field and a quiet plasma with predominantly north-
ward Bz , we performed four-point timing analysis to determ-
ine directions of these boundaries motion. The analysis shows
that the boundaries moves mainly in Y Z plane (Fig. 4, bot-
tom panel), indicating up-down and dawn-dusk motion. The
inward boundary crossings with Bz > 0 → Bz < 0 vari-
ations are associated with upward (+Z) and mainly dawnward
motion of the boundaries while the outward crossings - with
duskward and downward, except for the last (most left-hand-
side) reversal. Thus Cluster was situated above and dawnward
of the flow channel, expanding during the flow enhancements.
Cluster crossed the flow channel during the tailward flow between
0425-0435UT.

Quasi-periodic oscillations with period of 2-3 min were ob-
served by Cluster/FGM during ∼0400 - 0445 UT. They be-
come more pronounced during and after the the boundary cross-
ing at ∼0410 UT. Timing of the magnetic field traces show that
the oscillations are slowly propagating duskward with velocity
of several tens km/s. The nice looking train of the oscillations
with T∼180 s during 0435 - 0445 UT allows to perform more
precise timing analysis which gives the duskward propagating
velocity of 60-70 km/s.

4. Cluster Observations During the Substorm

Fig. 5 shows an hour of Cluster data during the substorm
interval 0445 - 0545 UT. The vertical dashed line at ∼0454 UT
indicates the substorm onset, observed at PBQ (see Voronkov
et al., this issue).

Before the substorm onset, during 0445 - 0454 UT, all four
Cluster spacecraft cross the quiet current sheet (from Bx=-
20 nT to Bx ∼25 nT). By anti-correlates with Bx, changing
from positive to negative values during the sheet crossing. B z

also changes from a small negative value in southern half to a
positive one in the northern half of the sheet. Timing analysis
of the magnetic field time series shows the current sheet normal
direction N=[0.20, -0.05, -0.98] (the N z <0 indicates south-
ward motion of the current sheet during the crossing). The nor-
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Fig. 5. The same as in Fig. 2 for the substorm interval 0445 -
0545 UT.

mal velocity of the sheet motion, estimated by timing, is very
small, about 10 - 15 km/s. Minimum Variance Analysis (MVA,
[10]), being applied for the magneticfield time series of all four
spacecraft, gives essentially the same results with the normal
directed basically along Z and the main field (the maximum
variance eigenvector) along L=[0.9, -0.5, 0.1], indicating the
significant shear component of the magnetic field at ∼3.4RE

from midnight. The current density reaches 13 nA/m 2 with cur-
rent directed in Y and X and a local minimum of the cur-
rent density at Bx=0 at the Cluster barycenter. The estimated
current sheet half-thickness is about 3000 km. The lobe field
slightly increases from 34 to 38 nT. The count rate locally in-
creases at ion energies between 2 and 5 keV during 0446 -
0453 UT.

Immediately after substorm onset, during 0454 - 0502 UT,
Cluster observed a train of magnetic field variations with a
quasi-period of 180 s and amplitude up to 25 nT. The largest
variations with change of the magnetic field polarity were ob-
served by the most southern spacecraft (Cluster 3). Assuming
that these variations are due to the current sheet kinking and
that the current sheet is a plane boundary during the kinking,
application of timing analysis shows that the kinks propagate
duskward with the normal velocity about 60 km/s. The large
shear of the magnetic field persists during the kinking: Cluster 3
detects By > 0 during excursions to the southern half of the
sheet while the others, staying in the northern half, show By <
0. Bz varies between -12 and 10 nT, displaying bipolar vari-
ations, coinciding with the Bx variations. Current density in-
creases up to 22 nA/m2, and the corresponding current sheet
half-thickness drops down to about 1000 km. The estimated
lobe field strength decreases from 38 to 18 nT. The electric

c©2006 ICS-8 Canada



Runov et al. 273

field Ecy = −(VzBx − VxBz) increases up to 5 mV/m, in-
dicating a considerable vertical flux transfer.

During 0501 - 0504 UT Cluster observed a thin current sheet:
Bx at Cluster 3 varies around -23 nT, while Cluster 4, located
in 1739 km northern, detected 15≤ Bx ≤20 nT. Cluster 1 and
2, located almost at the same Z , show similar magnetic field
behavior crossing the neutral sheet. The current density, estim-
ated using the Linear Gradient Estimator technique [11] varies
in the range 15 - 22 nA/m2. Using the differences between Bx

at Cluster 1 and 2 as a proxy of the inner sheet current density
and Cluster 3 and 4 as one of the entire sheet, we have found
85 nA/m2 and ∼18 nA/m2, respectively. The CIS/HIA count
rate at Cluster 1 decreases dramatically, showing an absence of
low-energy ions in the thin sheet. Calculated moments, how-
ever questionable because of low density, show Earthward flow
enhancements at Cluster 1 and 3.

Between 0504 and ∼0517 UT, the ion bulk flow reversal
from tailward (Vx ∼-900 km/s) to Earthward (Vx ∼800 km/s)
was observed by Cluster 1, 3 and 4. The ion time-energy spec-
trogram shows a presence of mixed low- (1 - 3 keV) and high-
energy (≥10 keV) population. Bx at Cluster 1, 2 and 4 first var-
ied between -20 and 10 nT, then decreased down to -30 nT at
the end of the flow reversal interval. Bx at Cluster 3 varied in
the range -20 - -30 nT. By and Bz were fluctuating during this
interval, Bz was mainly negative during the tailward flow and
mainly positive at the beginning of the Earthward flow.

Fig. 6 shows the scatter plots of Vx at Cluster 1 and 4 versus
X− component of the magnetic field curvature vector C =
(b ·∇)b and X−component of the Lorentz force FL = j×B.
Points are clearly concentrated in bottom left (Vx < 0, Cx < 0,
FLx < 0) and upper right quadrants (Vx > 0, Cx > 0 and
FLx > F0, showing signatures typical for magnetic X−line
configuration (e,g., [12]).

Cx, 1/1000 km
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Fig. 6. Left-hand panel: X−component of the ion bulk velocity
versus X−component of the magnetic field curvature vector;
right-hand panel: X−component of the ion bulk velocity versus
X−component of the Lorentz force during the flow-reversal
interval 0504 - 0517 UT.

Fig. 7 shows By and Bz at Cluster 1, 3, and 4 versus Bx for
the tailward flow (Vx <-100 km/s) and for the Earthward flow
(Vx >100 km/s) intervals. During the tailward flow By > 0 at
Bx < 0 and By < 0 at Bx > 0, while Bz < 0. This behavior
is consistent with the Hall quadrupolar field pattern tailward
of X−line. During the Earthward flow, contrary, By > 0 at
Bx < 0 in agreement with the Hall pattern Earthward of the
X−line [3].

It is interesting to note that after a stay in the southern lobe
and/or PSBL during 0517 - 0529 UT Cluster entered into re-
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Fig. 7. Y − (upper row) and Z− (bottom row) components of the
magnetic field at Cluster 1, 3 and 4, samples with corresponding
Vx <-100 km/s (left column) Vx >100 km/s (right column)
versus corresponding Bx during the flow reversal interval 0504 -
0517 UT. The thick lines show the average values in each 2 nT
bin.

latively cold and dense plasma sheet. The ion energy spec-
trum after 0529 UT is similar to one observed during 0445
- 0459 UT before the substorm onset. Therefore during the
substorm, Cluster crossed the spatially localized volume of
the plasma sheet populated by hot accelerated rarefied plasma
embedded into colder and denser plasma sheet. Fig. 8 shows
Bx, low-pass filtered normalized spacecraft potential U from
Cluster/EFW [13], which may be used as a proxy of the particle
density [14] (applications of this technique to the magneto-
pause are discussed in [15]) and ion number density from Cluster/CIS
during 0450 - 0540 UT. Although Active Spacecraft Potential
Control (ASPOC, [16]) was on at Cluster 3 and 4 the normal-
ized time series of the double probe U at four spacecraft may
be used for approximate timing. Applying this, we found that
the front of the rarefaction at 0459 UT was propagating tail-
ward and dawnward with approximate normal velocity [-0.9,
-0.5, 0.1]*50 km/s.

5. Summary

Analyzing the Cluster observations at X �-19RE during
the set of substorm-like activations, we found that five success-
ive small local substorms (pseudo-breakups) were associated
with tailward ion bulk flow bursts with duration varying from 3
to 15 min. The flow enhancement in the near-Earth magnetotail
started without external triggering (IMF was northward, except
for the short negative excursion at ∼0400, which may cause
the forth activation) and was likely caused by internal instabil-
ity in the near-Earth plasma sheet which may be resulted from
the mid tail magnetic field stretching after the strong dipolariz-
ation during preceding substorm. The magnetic field transpor-
ted by first two short flow bursts and by the first part of the third
longer flow shows signatures of flux ropes, while the magnetic
field during the second part of the third and during the forth
tailward flow intervals displays the quadrupolar Hall field pat-
tern, which may be interpreted as signatures of magnetic re-
connection occured in the near-Earth plasma sheet (Earthward
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versus UT during the substorm interval.

of the Cluster position). Analysis shows that Cluster was situ-
ated upper and dawn-aside of the bulk flow channel, coming in
the channel during flow enhancements.

The fully developed substorm following the set of pseudo-
breakups was associated with high-speed flow reversal from
tailward to Earthward, preceded by the magnetotail current
sheet thinning. Analysis of the magnetic field and ion flow
shows that plasma is accelerated by tailward and Earthward
directed magnetic tensions. The signatures of the Hall current
structure were found during tailward and Earthward parts of
flow reversal. Therefore, tailward moving magnetic X−line
was observed by Cluster during the substorm.

During the substorm, Cluster crossed a region in the mid tail
plasma sheet populated by hot ions with much smaller number
density, than in the surrounding relatively cold plasma sheet.
This region of rarefied accelerated hot plasma moved tailward
from the near-Earth plasma sheet.

Cluster four-point observations show that spatial structures
(boundaries of flow channel, wave fronts, boundaries of the
rarefaction region) move in cross-tail direction along with tail-
Earthward motion. Therefore, simple 2-D cartoons, often used
to describe the magnetotail dynamics during substorm-like events,
are incomplete. Motions in third, cross-tail dimension seem to
play an important role in the magnetotail plasma sheet dynam-
ics.
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13. Gustafsson, G., Andrè, M., Carozzi, T., et al., First results of
electric field and density observations by Cluster EFW based
on initial months of operation, Ann. Geophys., 19, 1219–1240,
2001

14. Pedersen, A., Décréau, P., Escoubet, C.-P. et al., Four-point high
time resolution information on electron densities by the electric
field experiments (EFW) on Cluster, Ann. Geophys., 19, 1483–
1489, 2001

15. Paschmann, G. , Haaland, S., Sonnerup, B. U. Ö., Hasegawa,
H., Georgescu, E., Klecker, B., Phan, T. D., Rème, H., and
Vaivads, A., Characteristics of the near-tail dawn magnetopause
and boundary layer, Ann. Geophys, 23, 1481-1497, 2005

16. Torkar, K., Riedler, W., Escoubet, C. P. et al., Active spacecraft
potential control for Cluster - implementation and first results,
Ann. Geophys., 19, 1289–1302, 2001.

c©2006 ICS-8 Canada



275

Magnetic reconnection and current disruption in the
inner magnetosphere — a case study

V. Sergeev, M. Kubyshkina, W. Baumjohann, R. Nakamura, A. Runov, Z. Voros, T.
Zhang, K. Glassmeier, J.-A. Sauvaud, P. Daly, V. Angelopoulos, H. Frey, and H. Singer

Abstract: Three consecutive turbulent magnetic dipolarizations accompanied by auroral brightenings near the equatorward
boundary of wide auroral oval were observed with fortuitous spacecraft constellation on September 26, 2005. All were
associated with strong near-Earth reconnection pulses (at r ≤ 14Re with Cluster probed the tailward reconnection outflow
region) with separatrix mapped to ∼ 64◦CGLat in the ionosphere where a narrow energy-dispersed ion injection was
observed. Onset of magnetic reconnection was nearly simultaneous or lead as compared to the turbulent dipolarization
and energetic particle injection onsets. The reconnection tailward outflow contained intense turbulence with the properties
similar to that in the turbulent dipolarization regions and with intensity correlating with the outflow amplitude. We
conclude that the reconnection process and the growth of strong turbulence in the near tail are strongly coupled together,
at least in near-Earth reconnection events, and that near-Earth location of the reconnection site may be more frequent
phenomenon than typically thought. In that case it assumed to be possible due to enhanced SW flow pressure which kept
the magnetic configuration very stretched in the absence of strong energy loading into the magnetosphere; the ground
magnetic perturbations ranged between 50 and 300nT in these intense reconnection events.

Key words: Substorms, reconnection, current disruption.

1. Introduction

Turbulent current disruption (CD) in the inner magnetosphere
or the explosive growth of magnetic reconnection (MR) in the
midtail current sheet were considered as alternative substorm
onset mechanisms, whose distinction is a one of main targets
of the forthcoming THEMIS project. Most controversy comes
from ample but indirect evidence of near-Earth location of the
substorm onset (deep on closed field lines, around 10 Re, near
the transition between the current sheet and dipole-like region,
see e.g. a summary by [5, 11], as contrasted to the statistics
of reconnection flows from Geotail observations showing that
most probable location of the X-line was at 20-30Re [7]. Be-
cause of that MR and CD are often treated as spatially far sep-
arated and, therefore, different processes. However a large sep-
aration may not necessarily be the case: recent indirect evid-
ence of near-Earth onsets were emphasized by [11], a small
number of direct observations of near-Earth (r ≤ 15Re) re-
connection events have also been published [1, 12, 6]. The
scarcity of direct observations could in fact be due to the little
chance to observe in the very thin reconnection-related current
sheet, due to difficulty to diagnose the reconnection with one
(or few occasionally located) spacecraft, and due to a number
of other important variables (azimuthal and meridional separa-
tions between spacecraft and onset locations, magnetic config-
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uration etc) which are rarely under the control.
Here we show a unique event in which we look simultan-

eously at signatures of both (MR and CD) processes in the
rare case of near-Earth reconnection where all main variables
were under the control. This possibility have occurred largely
due to fortuitous spacecraft configuration, with the Cluster and
Double Star (Tc2) spacecraft bracketed the near-Earth neutral
line near the central meridian of tail activity in the course of
3 subsequent events. (See Annales Geophysicae 2001 (N10-
12) and 2005 (N11) for the description of instruments). This
provides us with reliable observations of very intense recon-
nection reappearing on closed field lines in the near-Earth tail
region.

2. Observations

Between 08 and 10 UT on September 26, 2005 (when Cluster
spacecraft approached and crossed the current sheet at 14–
15 Re distance) 3 plasma injections and dipolarization events
(a, b, c) were detected in the inner magnetosphere at 0843,
0931 and 0941 UT - Figure 1(bottom), accompanied by cor-
responding localized auroral brightenings centered at the 23 h
MLT meridian and at ∼ 64◦ CGLat (from IMAGE WIC ob-
servations, not shown here). Between the activations (a) and
(c) the Cluster baricenter moved from [-15.3; 3.7; -0.1]Re to
[-15.8; 3.8, -0.9]Re GSM, and TC2 was moving upward in Z
(from -1.4Re to -0.5Re) in the plasma sheet with X=-6.5Re
and Y=+1.9Re, therefore they all stay near 23 h MLT meridi-
onal plane, near the central longitide of activation. Other space-
craft (LANL084, Goes10) were within 1-2h MLT from this
meridian. At this time Cluster C1,C2 and C3 formed a triangle
in XY plane with separations about 9000km whereas C3/C4
(closest to the Earth) had the same X,Y but were separated by
900km in Zgsm allowing to distinguish the thin and thick cur-
rent sheets.
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Fig. 1. Survey of observations at Cluster spacecraft (top) and
in the geosynchronous region (at TC2, Goes10 and LANL084,
bottom).

In this favourable configuration Cluster provided decisive
evidence of tailward reconnection-related outflow, as specified
below. During activations b, c the spacecraft crossed the cur-
rent sheet (Figure 1, top), detecting strong ion and convec-
tion tailward outflows (up to 500km/s and 1000km/s, corres-
pondingly) synchronous with southward Bz variation and en-
ergetic (isotropic) electron beam (during the activation b). Of
particular notice is the large difference between Bx compon-
ents at C3,C4, suggesting a proximity of very thin current sheet
(expected near the reconnection region) with current density
up to 30-40 nA/m2. Systematic large (∼ 0.5BLOBE , sign
(By*Bx)< 0, not shown here) Hall quadrupole By magnetic
field was also observed suggesting the more Earthward pos-
ition of nearby reconnection region. All main predictions of
active reconnection operated at X > −15 Re (thin CS, quad-
rupole Hall By, fast tailward outflow of plasma carrying south-
ward Bz, particle acceleration) were reliably observed in these
events, rejecting any doubts in near-Earth location of magnetic
reconnection.

During the activation a strong southward Bz (down to -15nT),
intense Eygse up to > 10 mV/m (resulting in tailward outflows
([E× B]x/B2 ∼ -400km/s in cross-B flow component), and
strong energetic electron beam were observed but only by one
spacecraft C2, closest to the neutral sheet. A strong evidence in
favor of near-Earth reconnection source was also a strong tail-
ward field-aligned anisotropy of electron beam measured by
RAPID instrument (by a factor of 5-10 flux increase of elec-
trons in tailward direction during ∼ 10 spins, not shown here),
this energetic electron beam was observed up to the energy as
high as ∼ 300 keV.

In contrast to the later events, here other Cluster spacecraft
(at larger Z coordinates) did not register neither the energetic
electron beam nor the fast flows, so although they stayed in-

Fig. 2. Spectrograms of precipitated auroral electrons and proton
fluxes measured by DMSP F15.

side the plasma sheet (and within 0.5Re from both each other
and from the neutral sheet), they apparently did not cross the
reconnection separatrix staying in the reconnection inflow re-
gion. However the obvious tailward progression of magnetic
perturbations was observed between C3/C4 and C1 (time delay
about 10 sec over ∼ 9000km separation distance), suggesting
their ∼ 900km/s tailward propagation velocity, also consistent
with reconnection.

A new observation is of low-altitude particle signatures of
the near-Earth reconnection region. Tuning the T96 magneto-
spheric model to fit the magnetic fields observed by Cluster,
Tc2 and Goes10 spacecraft at 0842 UT, just prior to the ac-
tivation a (see [4] for the method description), indicated that
Cluster C2 spacecraft should map to very low latitude, ≤ 64◦
CGLat. (With this best possible model the modelfield at Cluster
was still less than observed, the full agreement could not be
obtained since further intensification of the tail current quickly
brought to the growth of unphysical structure, a large magnetic
island). This equatorial part of the auroral zone was crossed
by DMSP F15 spacecraft between 084320 and 084350 UT, i.e.
just 1 min after the onset of energetic electron burst at C2 and
Tc2 (a first indication of strong reconnection-related accelera-
tion). Most spectacular feature in this region is the very intense
and energetic energy-dispersed ion beam observed between
64◦ and 64.5◦. The dispersion was very well fitted by the time-
of-flight equation t2 − t1 = (L/k)(1/v2 − 1/v1) (where in-
dices 1, 2 correspond to different energies W1 and W2) con-
firming its TOF nature. The apparent distance was however
too short,(L/k)= 2.4 Re, to be a pure TOF (k=1) effect. (It may
be consistent with the reconnection at 12 Re taking into ac-
count the fast poleward progression of the ionospheric foot-
points of magnetic separatrix which increases k; not shown
here). The facts (narrow source of very energetic ions with un-
usual steep slope near the expected separatrix footpoint when
the reconnection is going on) support that this narrow ener-
getic ion beam provides the mapping of near-Earth reconnec-
tion region, similarly to the well-known VDIS structures ex-
isting at the poleward edge of the auroral oval which are the
mappings of distant reconnection lines, e.g. [2]. But here the
energetic energy-dispersed ion beam is located near the equat-
orward boundary of otherwise very wide auroral oval (from
63◦ to 70◦ CGLAT according to the measurements at DMSP
F15).
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3. Discussion

3.1. Occurrence of near-Earth reconnection
All (three) consecutive turbulent dipolarization and HE par-

ticle injection events in our case were observed with excel-
lent spacecraft coverage allowing all major activity paramet-
ers to be controlled. Cluster-TC2 constellation bracketed the
near-Earth reconnection region, being at the central meridian
of corresponding auroral activation. Presence of near-Earth re-
connection was established undoubtedly by registering all ma-
jor reconnection signatures, such as (1) tailward fast flows and
southward Bs on the tailward side of reconnection line, (2) Hall
By perturbations in this region, (3) acceleration of energetic
electrons with occasional tailward beam feature (in the event
a), (4) thin current sheet signature. In addition, narrow energy-
dispersed intense beam of energetic ions was observed in the
ionosphere in the expected ionospheric projection of the re-
connection separatrix (event a), this time near the equatorward
edge of the wide auroral oval. The fact, that neither of Cluster
spacecraft left the plasma sheet during the whole period 0830-
1000 UT, together with a large width of auroral oval in DMSP
observations indicate that these intense reconnection pulses oc-
curred deep in the closed flux tubes. The fact of intense recon-
nection going on on closed field lines at r < 14 Re during
events with typical CD signatures in the inner magnetosphere
seems to be firmly established in our case.

Generally the probability of such near-Earth location of re-
connection is considered as very small one (e.g. recent work
[8]). However this also could partly be explained by very small
probability to encounter very thin reconnection region, as ar-
gued in [11, 12]. Our direct observation of the reconnection
systematically reappearing at so small distance require to re-e-
valuate this possibility. One should not also ignore a possibility
of another X-line forming further downtail with a possibility
of nearly-simultaneous multiple active reconnection sites, as
suggested by some observations (e.g. [10]). These (why/when
near-Earth events occur? and, could there be multiple active
centers?) could be the interesting questions to address in the
forthcoming THEMIS project.

The reason of repeating X-lines appearance at so close loca-
tion is not quite obvious to us. The tail configuration was very
stretched as indicated by the lobe field values exceeding 50 nT
and by the low geosynchronous H-(Bz-)componentfield values
of 30-40 nT existing at that time. However the IMF during the
period of interest was slightly northward which is reflected in
weak auroral zone currents. The SW flow pressure during that
time approached Pd ∼ 8 nPa (due to the SW density exceed-
ing 20cm−3) according to WIND and ACE measurements, so
we may assume that it is enhanced flow pressure which kept
the tail in a stressed state favored the near-Earth onset. This
has some indirect support in statistical data [3]] which showed
that a decrease of substorm onset latitude correlates best with
the Pd parameter. However a direct study of X-line positions
depending on solar wind parameters did not reveal any role of
flow pressure whereas the dependence on IMF Bz was quite
obvious [8]. So the question is open, it should be addressed
again, possibly with trying different criteria to define the cross-
ing of reconnection region (high electron temperature criterion
used in [8] seems too restrictive, at least it rejects our events if
applied).

3.2. Reconnection versus current disruption?
Figure 3 shows our attempt to compare the onset times of

different activity characteristics during three activations (a, b, c).
These characteristics include the energetic electron bursts, south-
ward Bz, tailward flows and turbulence in the tail, energetic
electron flux increase, particle injection and turbulent dipolar-
ization in near-Earth region, as well as auroral brightening (from
IMAGE WIC camera, at 2 min time resolution) and ground
magnetic bay (at 1min resolution) in the ionosphere. Although
onset determination could be questioned in some cases (e.g.
onset of plasma sheet turbulence in non-isolated event c), the
earliest onsets in both regions (near-geosynchronousand plasma
sheet on the tailward side of the X-line) are nearly simultan-
eous (to within 10-20s). During isolated onsets a, b the earliest
signature was that of energetic electron beam at Cluster loca-
tion. The durations of activations in both regions are also com-
parable.
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Fig. 3. Timing of different signatures in the ionospheric ,
geosynchronous and current sheet regions during three activations.

One weak point in the discussion of the reconnection (MR)
and current disruption (CD) as the alternative mechanisms of
substorm onsets seems to be the observational characterization
of the current disruption, that is a number of signatures al-
lowing to establish its presence and distinguish from another
disruptive process, like the reconnection. In fact, the list of
predictions provided by CD proponents (e.g. [5]) mostly in-
clude those related to the localized nature and near-Earth ap-
pearance of the activation in the intense current sheet region
(which are suitable for near-Earth reconnection as well), rather
than the properties intimately related to the basic physics of
current disruption. Its main physical distinction is the high-
amplitude turbulence which is able to destruct temporarily the
frozen-in plasma behavior. However the strong turbulence is
also a feature of the plasma sheet, particularly during high-
speed flows (e.g. [13]). Strong turbulence was also observed
by Cluster in the tailward reconnection outflows in our events
b, c, see e.g. Fig.1, at the same time when it was probed on
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Fig. 4. Power spectra of Bx magnetic component at Cluster1 and
TC2 spacecraft for two brief episodes of the event c.

the Earthward side by Tc2 spacecraft. Detailed comparison of
turbulence properties observed with similar instruments oper-
ating on both sides from the reconnection is possible in this
event (here we show the first results, more detailed investiga-
tion will be published elsewhere).

Figure 4 illustrates an interesting detail: Whereas the peak
low-frequency wave activity seem to be stronger in the Earth-
ward region that is in stronger mean magnetic field (e.g. at
094222UT), the power spectra of magnetic field variations dur-
ing this most powerful turbulence event have similar power
law in the high-frequency part (above 0.2-0.3 Hz, that is above
the proton gyrofrequency) at both Cluster1 and Tc2. Its slope
α ≈ 3 is not far from those previously reported either in the
plasma sheet BBFs (α ≈ 2.6 [13]) or in the near-Earth current
disruption events (α ≈ 2.4 [9]).

Whereas the more detailed intercomparisons and a study of
the turbulence character are the subjects of special study which
will be published elsewhere, these initial comparisons show,
that not only the CD-like turbulence in near-geosynchronous
region on dipole-like field lines appears simultaneously with
the turbulence in the plasma sheet tailward of the X-line, the
high-frequency turbulence in both regions may be of the same
character and origin. This suggests another view of MR/CD,
being the close partners (rather than opponents) in the initi-
ation of the localized explosive reconfiguration. This may be
realized either if (a) the MR-produced fast outflows generate
and transport intense turbulence, or (b), the turbulence created
by some current instability (CFCI or others, [5]) plays an im-
portant role in the initiation of reconnection.

As the concluding remark we may point out three ques-
tions which would be important to address in the THEMIS
project. (1) We need to develop the better operational criteria
to identify/distinguish the CD process from magnetic recon-
nection; (2) To study the turbulence in strong Bz-field as com-
pared to the turbulence in BBFs and near the X-line; (3) A
comparative study of dynamics in the plasma sheet and near-
Earth region for the events with mid-tail reconnection onset as
compared to the near-Earth MR events.

Acknowledgements. The data of CARISMA and GIMA mag-
netometer networks were used in this study, the solar wind
observations from ACE and WIND were made available at
CDAWeb website, and DMSP particle spectrograms were made
available at JHU/APL website. The work by V.S. and M.K.
was supported by INTAS grant 03-51-3738, RFFI grant 04-
05-64932 as well as Russian Ministry of science grant 15392.
V.S. also thanks Ics8 LOC for the financial support.

References

1. Baker, D.N., T.I.Pulkkinen, V.Angelopoulos, W.Baumjohann,
R.L.McPherron, The neutral line model of substorms: past res-
ults and present view, Journal of Geophysical Research, 101,
12975, 1996

2. Elphic, R.C., T.Onsager, M.F.Thomsen and J.T.Gosling, Nature
and location of the source of plasma sheet boundary layer ion
beams, Journal of Geophysical Research, 100, 1857–1869,1995

3. Gerard, J.-C., B.Hubert, A.Grard, M.Meurant, Solar wind con-
trol of auroral substorm onset locations observed with IMAGE-
FUV imagers, Journal of Geophysical Research, 109, A03208,
doi:10.1029/2003JA010129, 2004

4. Kubyshkina, M. V., Sergeev, V. A., Pulkkinen, T. I., Hybrid Input
Algorithm: An event-oriented magnetospheric model, Journal of
Geophysical Research, 104, 24,977, 1999

5. Lui, A.T.Y., Current disruption in the Earth’s magnetosphere
: Observations and models, Journal of Geophysical Research,
101, 13067,1996

6. Miyashita,Y., A.Ieda, Y.Kamide, S.Machida, T.Mukai
et al., Plasmoids observed in the near-Earth magneto-
tail at X ∼ −7 Re, Journal of Geophysical Research,
110,doi:10.1029/2005JA011263, 2005

7. Nagai,T., M.Fujimoto, Y.Saito, S.Machida, T.Terasawa et al.,
Structure and dynamics of magnetic reconnection for substorm
onsets with Geotail observations, Journal of Geophysical Re-
search, 103, 4419–4440, 1998.

8. Nagai, T., M. Fujimoto , R. Nakamura et al., Solar wind
control of the radial distance of the magnetic reconnection
site in the magnetotail,Journal of Geophysical Research, 110,
doi:10.1029/2005JA011207, 2005

9. Ohtani, S., K.Takahashi, T.Higuchi et al., AMPTE/CCE-
SCATHA simultaneous observations of substorm-associated
magnetic fluctuations, Journal of Geophysical Research, 103,
4671–4682, 1998

10. Owen, C.J., J.A.Slavin, A.N.Fazakerley, M.W.Dunlop,
A.Balogh, Cluster electron observations of the separatrix
layer during traveling compression regions, Geophysical
Research Letters, 32, L03104, doi:10.1029/2004GL021767,
2005

11. Petrukovich,A.A., A.G.Yahnin, The substorm onset location
controversy, Space Sci.Rev., , in press, 2006.

12. Sergeev,V.A., V.Angelopoulos, D.G.Mitchell and C.T.Russell, In
situ observations of magnetotail reconnection prior to the on-
set of small substorm, Journal of Geophysical Research, 100,
19121–19133, 1995

13. Voros, Z., W.Baumjohann, R.Nakamura et al., Magnetic turbu-
lence in the plasma sheet, Journal of Geophysical Research, 109,
A11215, doi:10.1029/2004JA010404, 2004

c©2006 ICS-8 Canada



279

Multilayered structure of thin current sheets:
multiscale ”Matreshka” model

A. S. Sharma, L. M. Zelenyi, H. V. Malova, V. Yu. Popov, and D. C. Delcourt

Abstract: Current sheets in the Earth’s magnetosphere are the sites where the plasma processes leading to magnetic
energy storage and subsequent fast release are initiated. Analytical self-consistent model of multicomponent thin current
sheets has benn developed in which the tension due to the magnetic field lines is balanced by particle inertia, and the
plasma consists of ions of both solar wind and ionospheric origin. The influence of electron population is taken into
account assuming Boltzman-like quasi-equilibrium distribution in the ambipolar field, and can lead to a sharp peak in
the electron current density in the center. The inclusion of non-adiabatic O+ ions in the model leads to a new source
of current in the Grad-Shafranov-like system of equations describing the quasi-equilibrium configuration. The O+
current dominates in the outer parts of the current sheet, yielding a multilayered or ”Matreshka”-like structure. Thus the
magnetotail itself exhibits multiscale behavior evident in the magnetosphere.

Key words: Multilayered thin current sheet, Multiscale phenomena, Recoonection onset, CLUSTER, MMS.

1. Introduction

The magnetosphere is a strongly coupled system due to the
cross–scale coupling among the many phenomena in the differ-
ent regions, viz. magnetosheath, tail lobes, plasma sheet, ring
current and ionosphere. The thin current sheet in the magneto-
tail is a key boundary region where the processes responsible
for the onset of explosive release of energy takes place dur-
ing substorms. Although these processes are kinetic in nature
with scale sizes as short as the electron gyro radius, the strong
cross-scale coupling leads to the global magnetospheric fea-
tures such as plasmoid formation and release.

The basic plasma processes that transport, accelerate, and
energize plasmas in the thin boundary and current layers are
crucial to the understanding of geospace and this has motiv-
ated the recent multi-spacecaft missions. The CLUSTER mis-
sion has provided unprecedented measurements of the plasma
parameters to spatial scales corresponding to the ion gyro ra-
dius and has led to a new understanding of the plasma bound-
aries and sheets, e. g., the magnetopause and magnetotail. The
Magnetospheric Multiscale (MMS) mission will explore the
whole range of microscale processes associated with magnetic
reconnection on scales that have been inaccessible so far [18].

The coupling of the solar wind mass, momentum and en-
ergy leads to the thinning of the magnetotail current sheet and
eventually to magnetic reconnection. A key to the understand-
ing of the current sheet, and hence of magnetic reconnection,
is its equilibrium. The plasma equilibria underlying the mag-
netotail current sheet have been studied extensively since its
discovery. Recent in-situ measurements by CLUSTER space-
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craft [17, 13, 1] demonstrated that current sheets in the Earth’s
magnetotail can be as thin as to 1 − 2 ion Larmor radii and
have complicated internal structures with a hierarchy of spatial
scales [16]. The cross-tail current profiles are observed to be
substantially different from the well-known Harris model [6]
and a schematic of the magnetotail current sheet is shown in
Fig. 1 where the magnetic field has a finite Bz or Bn compon-
ent.

The plasma mantle is usually considered to be a primary
source for populating the Earth’s magnetotail [12]. However
measurements of the magnetospheric plasma composition [10]
have shown the important role of particles of ionospheric ori-
gin. The spacecraft measurements of ion composition in the
lobes at distances 10RE > X > 22RE have shown the pres-
ence of relatively low energy (∼ 10eV − 1keV ) heavy ions
streaming anti-sunward [4, 21, 15]. It was demonstrated that
O+ ions dominate both the pressure and density of the plasma
sheet before the substorm onset and their contribution increases
even more after substorm expansion begins. In moodeling the
current sheet of the Earth’s magnetotail it is therefore import-
ant to take into account its multicomponent composition in-
cluding solar wind (H+, He++) and ionospheric (O+, He+)
ions. The effects of such complicated compositions both on the
structure of kinetic quasi-equilibria and dynamical processes
are not well understood till recently [27]. Recent estimates [8]
of the upper limit for the contribution of oxygen ions to the
total cross-tail current has shown it to be as much as 10%. This
is already a considerable effect and the presence of oxygen ions
is found to have important consequences , viz. it dominates the
cross-tail current outside the rather narrow tail midplane [27].

The contribution of O+ ions to the magnetotail plasma equi-
librium has been modeled on the lines of the thin current sheet
models developed earlier [9, 20, 23, 26]. In the first attempt
[27] to model the effect of ions other than H +, the other re-
latively minor ions such as He+,He++ were neglected. Us-
ing the semi-analytical Vlasov model of magnetotail quasi-
equilibria the dependence of the shape of the cross-tail current
profile on a number of parameters, viz. Bn/B0, nO+/nH+ ,
TO+/TH+ , and Te⊥/Ti, Te‖/Te⊥ were obtained. Here Bn is
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Fig. 1. The schematic diagram of the 1D model of the
magnetotail current sheet. The particles entering the region on
the left execute different orbits depending on their energy and
location in the inhomogeneous magnetic field. The different types
of particle trajectories are shown in Fig.2.

the normal component of the magnetic field and B 0 is the total
magnetic field, n and T are the density and temperature (with
parallel and perpendicular components), respectively.

2. Multi-component model of the magnetotail
current sheet

A self-consistent equilibrium model of 1D anisotropic cur-
rent sheet with a small normal component of the magnetic field
(Bz in GSM system of reference) has been developed con-
sidering the particle orbits to be quasi-adiabatic [9, 20]. The
tension of the curved magnetic field lines is balanced by the
centrifugal force acting on ions crossing the sheet midplane,
leading to a 1D equilibria with ∂/∂x = 0 (e.g. without pres-
sure gradient along tail axis). The plasma in the source region
enters the central region (as shown on the outer regions on the
left) in Fig. 1) where they carry a cross-tail current (Jy in our
geometry) consistent with the magnetic field reversal in the vi-
cinity of the z = 0 plane. The electric field component Ey

can be neglected without any loss of generality by selecting a
suitable deHoffmann-Teller frame of reference. The dynamics
of ions and electrons are different inside the thin current sheet
(TCS), so a hybrid approach can be used to describe the be-
havior of the different particle species. The non-adiabatic hy-
drogen (H+) and oxygen (O+) ions moving across the sheet
with Speiser orbits will be described in the so called quasi-
adiabatic approximation [20, 22]. The electrons are considered
magnetized with finite inertia across the field lines and neg-
ligible inertia for field-aligned motion. The resulting charge
separation generates an ambipolar electric field Ez supporting
the quasi-neutrality of the plasma. The problem is then reduced
to the solution of a Grad-Shafranov type equation, where cur-
rents from all particles species are self-consistently calculated
from the equations of motion in the electric and magnetic fields
generated by these currents.

B

Speiser ion

Ion with the “cucumber” orbit

“Ring” orbit

Z

X

Y

The

Fig. 2. The three different types of particle trajectories in the
current sheet with finite Bz , viz. trapped, quasi-trapped and
transient particles.

When the ions cross the current sheet (CS) region, their mo-
tion is characterized by three integrals of motion: the total en-
ergy W0 = m(v2

x +v2
y +v2

z)/2+eφ, the canonical momentum
Py = mvy − (e/c)Ay(z) and the approximate integral of mo-
tion or adiabatic invariant Iz = 1

2π

∮
mvzdz (here �v is the

particle velocity, Ay(z) is the vector-potential, and φ is the
electrostatic potential). Iz , the so called Speiser CS invariant, is
approximately conserved in a TCS where particle oscillations
along the z and x coordinates are decoupled because of the
widely separated oscillation frequencies: ωx/ωz � 1 [2, 3]. In
the quasi-adiabatic approximation, the invariant Iz ≈ const.
is used to render the equations of motion integrable and to
determine the ion distribution at any position using the Li-
ouville theorem. The value of Bn, the small normal compon-
ent of the magnetic field is a parameter with a specified value,
and the only assumption is that it is strong enough to keep the
electrons magnetized. In these studies it is set to the value of
Bn = 0.1B0, and the electron motion along the field lines
is assumed to be fast ehough to support a quasi-equilibrium
Boltzmann distribution in the presence of an electrostatic po-
tential and mirror forces.

3. Magnetotail equilibrium with oxygen ions

The current sheet model in the presence of O+ is derived
following the theoretical model developed earlier [24, 25]. In
the previous models only two plasma components, protons and
electrons, were taken into account. The Ampere’s equation in
the 1D case acquires the simple form:

dBx

dz
=

4π

c
(jH + jO + je) (1)

The total magnetic field Bx arises from the contributions from
the currents carried by H+, O+ and electrons e−. The bound-
ary condition is Bx(∞) = B0 and the current densities jH and
jO are given by

jH,O(z) = e

∞∫
0

dvx

∞∫
0

dvz

∞∫
0

vyfH,O(�v, z)dvy (2)
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Fig. 3. The distribution functions of the different types of
particles for an intially maxwellian distribution [23]. The different
lines for the quasi-trapped particles correspond to different stages
of evolution, starting with the left most.

with the distribution function fH,O to be taken in the form of
a shifted Maxwellian function at the location of the plasma
source, i.e., at the boundary of the system z = ±L (Fig. 1):

fH,O ∼ exp
{
−(v‖ − vDH,O )2 + v2

⊥/v2
TH,O

}
where vTH,O

are the thermal velocities, and vDH,O are the drift velocities of
the H+/O+ ions. The electron motion is described by fluid-
like equation, but with the pressure anisotropy (p‖ �= p⊥) taken
into account:

md�r/dt = −e

(
�E +

1
c

[
�v × �B

])
− ∇̂pe

ne

− µ�∇B (3)

A semi-hydrodynamic approach has been developed for ob-
taining the electron current je, the ambipolar electric field Ez(z)
and its influence on electrons and protons [24]. Finally the full
system of equations for Bx, jy , φ and n (plasma density) is
solved using the integrals of motion W0, Py and Iz for the
particle orbits shown in Fig. 2. The distribution function cor-
responding to these different types of orbits is shown in Fig. 3.
The evolution of the distribution of quasi-trapped particles due
to the scattering is shown by the different lines in the middle
panel, with the lowest curve corresponding to the earliest in-
stant.

4. Multilayered structure of thin current sheets

The self-consistent system of equations for the magnetic
and electric fields, the total and partial current densities as
well as the electrostatic potential and the plasma densities are
solved numerically using a two-step iteration procedure for
the ions and electrons [24, 25]. The results of this model are

Fig. 4. The current densities of the different plasma species. The
contributions of the different species have different characteristic
lengths, with the oxygen having the broadest and the electrons the
narrowest profile [27].

shown in Fig. 4, where the partial profiles of current densities
and the corresponding magnetic fields of different plasma con-
stituents, and the total profiles are plotted. The plasma para-
meters were chosen to be close to the observed values, e.g.,
the oxygen to hydrogen temperature ratio outside the sheet is
T0/TH = 1, 0.5, 0.25, 0.1, and 0.0. The values of the initial
density of oxygen is chosen to be (0, 0.1, 0.25, 0.5, 1.0) n H

outside the sheet. The case of nO+/nH+ = 1 is shown Fig. 4
for reference. The role of electrons is the most substantial in
the center of the current sheet, where the electrons dominate
and support a very narrow and peaked current embedded in
the proton current, which in turn is embedded in the oxygen
current. The currents of the O+ ions are comparable with that
of the H+ ions, but the half- thickness of the oxygen current
density (∼ 6ρL) is three times larger than that of the protons
(∼ 2ρL). It is clear from this figure that both the ion popu-
lations contribute approximately equally to the total cross-tail
current, although the total CS thickness is determined gener-
ally by the oxygen ion current. Also the net contribution of
O+ is seen to be about 30% of the total current density.

The role of O+ shown in Fig. 4 could be somewhat exager-
ated, and additional studies are shown in Fig. 5. The obser-
vations [21, 4, 15] show that the relative fraction of oxygen
in the magnetotail may vary widely during different phases of
magnetospheric activity (but very rarely exceed the density of
hydrogen ions) and accordingly the dependence of I O/Itotal

(where IO and Itotal are the O+ and total currents, respect-
ively) are investigated as a function of the ratio of densities
nO and nH (Fig. 5). A similar variation is found for differ-
ent values of the temperature ratio TO/TH [27]. An increase
of oxygen ion content in the magnetotail plasma from 25% to
100% leads to an enhancement of its the relative contribution
to cross-tail current from 18% to ∼ 30%. Similar results were
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Fig. 5. The cross-tail currents carried by the different species as
a function of the relative densities of the oxyen to hydrogen ions
[27].

achieved if one decreases O+ temperature in comparison with
that of H+. The oxygen current contribution, although being
sensitive to O+ temperature, still remain in the (20 − 30)%
range.

The contributions of oxygen ions to the magnetotail current,
shown in Fig. 5, can be compared with the estimates from the
spacecraft observations. Estimates using CLUSTER measure-
ments [8] yield the relative density of oxygen ions to be of the
order of 15%. It should be noted that the estimate of 30% is the
upper limit, and it depends strongly on the oxygen flux at the
source and on the oxygen temperature. In general these results
provide estimates of the same order as the observations. The
main conclusion concerning the role of oxygen in the structure
of thin current sheets in the Earth’s magnetotail is that the cur-
rent of the O+ ions leads to an effective thickening of the total
current profile and is dominant at the outer regions of the sheet.

A combination of the contributions of the oxygen ions, as
shown in Fig. 4, and the earlier results of thin current sheets
[24, 25], yields an interesting multilayer structure of the cur-
rent sheet resembling a ”matreshka”, a popular Russian nesting
doll. A very thin electron layer L ∼ 0.05− 0.1ρi is embedded
in a thin proton sheet with (L ∼ ρi), which in turn is embed-
ded in a thick oxygen sheet (L ∼ 7 − 10ρi). Further, the CS
as a whole is embedded inside the thicker plasma sheet, i.e.,
generally there are four levels of embedding (Fig. 4).

5. Bifurcated thin current sheet

The profile of the magnetotail current sheet is generally found
to be peaked on the axis, in agreement with the plasma equilib-
rium conditions. However some observations have shown the
current density to be depleted in the center [7, 14, 17] resulting
into double humped profiles. Such cases are widely referred to
as bifurcated current sheets and can be a consequence of the
nature of particle trajectories in the vicinity of the center of
the current sheet. A simplified picture of the particle trajectory
corresponding to the Harris sheet is shown in Fig. 6 to illus-
trate this. The particles with meandering or Speiser orbits can

carry a current which is opposed to that carried by the bulk
of the plasma away from the center. The population of such
particles can increase due to the unavoidable quasi-adiabatic
scattering of transient particles near the neutral plane due to
the jumps in their adiabtic invariants. Consequently there can
be a net reduction in the current locally when the scatterings
are significant, e.g., when the current sheet is highly stretched
during late growth phase of substorms. The model of thin cur-
rent sheets for such conditions leads to the bifurcated current
profiles, as shown in Fig. 7 [26].

Y

Z

Jy

Z

B

vv

X

Fig. 6. The simplified particle trajectories in the case of a Harris-
like current sheet. The meandering or Speiser orbit particles are
confined to the central region of the current sheet and carries a
current whose direction is opposite to the current carried by the
particles located away from the axis. This can lead to a depletion
in the current density in the center of the current sheeet, as shown
by the right panel.

Fig. 7. The bifurcated current density inside a thin current sheet
at different instants in its evolution, starting with an initial current
density peaked on the axis [26].

The bifurcated current sheets can lead to further deterior-
ation of the current sheet and ”aging” [23]. The scenario of
current sheet evolution that emerges from these considerations
is that the initially peaked current profile leads to a bifurcated
profile due to an increase in the quasi-adiabatic scattering dur-

c©2006 ICS-8 Canada



Sharma et al. 283

ing the growth phase of substorms. As the magnetotail is driven
further and becomes more stretched the scattering increases
till the current sheet disrupts [23]. The GEOTAIL observa-
tion of bifurcated current sheets has been associated with the
electron dynamics during magnetic reconnection [7]. It should
be noted that CLUSTER observations associate the bifurcated
current sheet with finite Bz and thus may not be associated
with magnetic reconnection. This implies that the bifurcated
current sheets observed by CLUSTER are more likely a feature
of the quiet time or stable magnetotail, rather than those asso-
ciated with reconnection during the expansion phase of sub-
storms. The model of the bifurcated current sheet developed
from the plasma equilibrium, presented above, is in agreement
with the observations in this aspect also.

6. Multiscale phenomena in the magnetosphere

The two features of the current sheet discussed above, viz.
the multilayered structure and bifurcated profile, leads to a pic-
ture of the magnetotail in which many scales are involved. This
recognition is closely tied with the multiscale characteristics of
the magnetosphere [19]. The magnetospheric multiscale phe-
nomena has three main origins, viz. the driving by the turbu-
lent solar wind, nonlinearity and cross-scale coupling among
the plasma processes. Due to the wide range of space and time
scales underlying the plasma processes in the magnetosphere,
the multiscale phenomena are not described by a single first
principles model at present. The extensive observational data,
especially the long time series data from ground-based and
spacecraft-borne measurements, have been used fruitfully to
model the global and multiscale phenomena of the magneto-
sphere [19]. These models are enabled by recent developments
in the theory of nonlinear dynamics and complexity, and rep-
resent the features inherent in the data, independent of mod-
eling assumptions. The reconstruction of the dynamics of the
solar wind - magnetosphere coupling from observational data
has led to models which have been used to develop reliable
space weather forecasting tools.

Turbulent current sheetLaminar current sheet

1

2 3

Z

X

Y

Z

X

Y

Fig. 8. The different types of current sheets in the
magnetosphere. The near-Earth tail current sheet is mostly
laminar, while the current sheet beyond the neutral sheet can
be turbulent. The multiscale nature of the magnetosphere is
influenced by the turbulent solar wind, the internal dynamics of
the magnetosphere and the turbulent current sheet.

The multiscale features of the magnetosphere is often ex-
pressed in terms of power law distributions of the scale sizes.
Such power law distributions have been obtained from the ex-
tensive data of auroral electrojet indices and solar wind vari-
ables. The burst life time distribution of the solar wind vari-
ables show scale-free behavior but the magnetosphere exhib-

its a significant deviation with preferred lifetimes of 2-5 h,
showing the co-existence of global and multiscale features [5].
These results [5], [19] show that the magnetotail processes play
an important role in the global as well as multiscale phenom-
ena in the magnetosphere, as shown schematically in Fig. 8.

7. Summary

The magnetotail plays an important role in the understand-
ing of geospace in general and the magnetosphere in particu-
lar. The global processes such as plasmoid formation and ejec-
tion are initiated in the magnetotail current sheet and thus the
plasma processes span from the microphysics at kinetic scales
to the macroscale physics at MHD scales though cross-scale
coupling. This also points to the importance of the magnetotail
in the global and multiscale phenomena in the magnetosphere.

The theory of thin current sheets based on the complicated
particle trajectories in the strongly inhomogeneous magnetic
field of the magnetotail has been successful in describing some
of its observed features, such as its embedded structure, bi-
furcated profile, multilayered nature, etc. It should however be
noted that in order to understand the dynamical behavior of
the magnetotail, such as plasmoid formation and dipolariza-
tion, it is essential to consider its multidimensional nature. For
example, the well known Harris sheet is unstable to tearing in-
stability and thus lead to island formation but these islands are
stationary due to the one dimensionality of the equilibrium. An
equilibrium with dependence on the Sun-Earth axis will natur-
ally lead to the dynamics of the islands or plasmoids and di-
polarization of the magnetic field [11]. Also multi-dimensional
equilibria are appropriate for modeling the interaction of the
magnetotail processes with the inner magnetosphere.
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Decrease in Bz prior to the dipolarization in the
near-Earth plasma sheet

K. Shiokawa, Y. Miyashita, I. Shinohara, and A. Matsuoka

Abstract: We examine in detail the rapid decrease in Bz just before dipolarizations observed by the GEOTAIL satellite
in the near-Earth plasma sheet at (XGSM , YGSM ) = (−8.3 RE , −5.1 RE). The observations were made using high-time-
resolution data from a fluxgate magnetometer (16-Hz sample), a search-coil magnetometer (128 Hz), and an electric field
antenna (64 Hz). Two dipolarizations were observed during a short time interval of 2 min. The magnetic Bz component
suddenly decreased 2–4 s prior to the dipolarization. Characteristic waves with frequencies of 5–20 Hz and amplitudes of
1–3 mV/m and 5-15 nT/s were observed in the electric and magnetic field data at the time of the sudden decreases in Bz .
We discuss two possible causes of the sudden decreases in Bz prior to the dipolarizations: (1) passage of a field-aligned
line current associated with the substorm current wedge, and (2) explosive growth phase and subsequent disruption of the
tail current caused by the observed characteristic field oscillations.

Key words: dipolarization, explosive growth phase, substorm, current disruption.

1. Introduction

Dipolarization of the tail magnetic field is an important fea-
ture at the onset of magnetospheric substorms. The dipolariz-
ation indicates a sudden decrease of the duskward tail current
that prevailed during the substorm growth phase. [7] explained
dipolarizations as tail current disruption due to wave turbu-
lence in the thin current sheet. [16] and [1] explained dipolar-
izations as Earthward flow braking (dawnward inertia current)
and subsequent pileup of northward magnetic flux transported
from tail reconnection.

On the basis of magnetic field measurements made by the
AMPTE/CCE satellite inside 10 RE , [11] found the explosive
growth phase, which is characterized by a rapid decrease of
magnetic field elevation angles prior to the dipolarization. [21]
reported similar “bipolar” structure (a decrease and then an in-
crease) of Bz during the magnetic flux ropes associated with
Earthward convective flow in the tail plasma sheet at |X | > 14
RE . They explained these flux ropes as coming from the mul-
tiple reconnection X-lines in the near tail. [14] have also repor-
ted flux rope structures during nightside magnetic flux transfer
events, which are probably caused by impulsive reconnection
in the near-Earth plasma sheet. A statistical analysis of GEO-
TAIL data at ∼10–30 RE by [13] shows that sharp dipolariz-
ations tend to be preceded by a transient decrease in Bz , in-
dicating that this is a common feature during the dipolariza-
tions. [18] noted that about half of the 21 dipolarization events
they studied show decrease in Bz prior to the dipolarization at
X ∼10 RE . [4] and N. Shirataka et al. (private communica-
tion, 2004) found that by introducing a guide field B y in their
three-dimensional reconnection model, a decrease in B z oc-
curs prior to the dipolarization due to a pileup of the B y field
at the leading edge of Earthward flow.
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In the ICS-8 presentation, we reported a detailed analysis
of a sequence of rapid decreases in Bz prior to the dipolariz-
ations, using high-time-resolution data from GEOTAIL meas-
urements of magnetic and electric fields. We found intense 5–
20 Hz waves during the events. The observed feature seems
not to be the flux ropes or By pileups. We discuss alternat-
ive causes of these characteristic field variations in light of the
substorm current wedge and tail current disruption. The full
version of this work has already been published by [19].

2. Observation

GEOTAIL satellite data with high time resolution are used in
this work. They consist of 16-Hz sampled magnetic field data
obtained by a fluxgate magnetometer, 128-Hz sampled mag-
netic field fluctuations obtained by a search coil magnetometer,
and 64-Hz sampled electric field data obtained by a 100-m tip-
to-tip probe antenna. Plasma velocities were obtained by an
electrostatic analyzer with a time resolution of 12 s and from
DC electric field measurements with a time resolution of 3 s.
Details of these instruments are given by [5], [22], and [10].

Figure 1 shows an 8-min interval of the dipolarization events
observed by the GEOTAIL satellite, using the high time resol-
ution data (16 Hz sampling in the DC magnetic field, 128 Hz in
the AC magnetic field, and 64 Hz in the electric field). Two se-
quential dipolarizations can be clearly identified at 1549:40 UT
and 1551:25 UT, as indicated by the vertical dashed lines. The
elevation angle and Bz of the magnetic field rapidly decrease
prior to these dipolarizations. By increases and then decreases
at these events. The magnetic field intensity B does not signi-
ficantly change at the first event, while it slightly increases at
the dipolarization of the second event.

These dipolarizations are observed at the beginning of Earth-
ward plasma velocity enhancements, as shown in the Vx,y,z

and V⊥,x panels. The thermal (Pi) and total (Ptotal) pressures
decrease at or after these dipolarizations. The AC magnetic
field obtained by a search coil magnetometer and the time de-
rivative of the electric field (dE/dt) in the bottom panels show
bursts of waves at the time of these dipolarization events. There
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Fig. 1. From top to bottom: 16-Hz sampled B, Bx, By , Bz , and
elevation angle (0◦ = tail-like, 90◦ = dipolar) of the magnetic
field obtained by a fluxgate magnetometer, thermal pressure (Pi)
and total pressure (Ptotal = Pi + Pb, where Pb is the magnetic
pressure), Vx, Vy, and Vz obtained by the particle detector, V⊥,x

obtained by a particle detector (crosses, 12-s resolution) and
calculated from EyBz/B2 (solid curves, 3-s resolution), 128-Hz
sampled magnetic field fluctuations of Bx, By , and Bz, obtained
by a search coil magnetometer, and the time derivative of 64-Hz
sampled electric field data, obtained by GEOTAIL for an 8-min
interval at 1547–1555 UT on August 31, 1999. The data are in
GSM coordinates. The GEOTAIL location Zcs at the top is the
Z-distance from the model current sheet determined by [23]. For
the v⊥,x calculation from the electric field data, only the Ey

component is used, because GEOTAIL does not measure the Ez

component. The two horizontal bars indicate the time intervals
shown in Figure 2.

may be a third event at ∼1553:30 UT. Here, we focus on the
first two events.

At the time in Figure 1, GEOTAIL was at (XGSM , YGSM ,
Zcs) = (-8.3, -5.1, -0.4) RE , where Zcs is the distance from the

model neutral sheet as determined by [23]. Two low-latitude
Pi 2 pulsations with onset times at 1526 UT and 1544 UT
were observed at three Japanese ground stations in the mid-
night local time sector (00:26 and 00:44 LT, respectively). An
auroral initial brightening was observed by the POLAR UVI
imager associated with the second Pi 2 onset at 1544 UT in the
dusk sector at ∼22 magnetic local time (MLT). The auroral
brightening expanded toward the dawn sector, where GEO-
TAIL was located at 02:04 MLT at 1550 UT. The ion dens-
ity, temperature, and plasma β (ratio of thermal pressure to
magnetic pressure) were ∼0.5–1.0 cm−3, 5–8 keV, and 2–5,
respectively, at 1540–1610 UT, indicating that GEOTAIL was
well within the central plasma sheet (see Figures 1 and 2 of
[19]).

Figures 2a and 2b are expanded plots of the GEOTAIL data
for 32-s intervals (indicated by the two horizontal bars in Fig-
ure 1) around the two dipolarizations at (a) 1549:25–1549:57
UT and (b) 1551:10–1551:42 UT. Since the electric field in the
bottom panels consists of raw data from the 100-m probe an-
tenna, 3-s spin modulation is clearly seen with some distortions
due to photoelectrons ([22]).

In both Figures 2a and 2b, Bz decreases 2–4 s before the
dipolarizations. By has peaks near the local minimum of Bz

in both cases. Bx tends to decrease at the same time as Bz

in Figure 2a. The total field intensity B does not significantly
change in Figure 2a, while it increases coincident with the Bz

increase in Figure 2b.
Intense waves are seen in both magnetic and electric field

data from the beginning of the Bz decrease in Figure 2a and
from ∼1 s before the Bz decrease in Figure 2b. Although the
time resolution of plasma velocity is low, the Earthward con-
vective plasma velocities in Figure 2a are rather small, less
than 100 km/s, while those in Figure 2b are 100–200 km/s dur-
ing the Bz decrease.

The plots in Figure 3 are a further expansion of the GEO-
TAIL data for 4-s intervals (indicated by the horizontal bars in
Figure 2) at the beginning of the intense waves. The waves in
the electric field data seem to have characteristic frequencies of
5–20 Hz and amplitudes of ∼3 mV/m in Figure 3a and ∼1-3
mV/m in Figure 3b. Waves with a similar frequency range are
seen in the search-coil magnetic field data with amplitudes of
∼5 nT/s in Figure 3a and ∼15 nT/s in Figure 3b. Waves with a
higher frequency range can also be seen in the search coil data,
because of the higher sampling rate of 128 Hz.

3. Discussion

We observed rapid decreases in Bz 2–4 s before the dipolar-
izations. The event was observed two times within the 2-min
interval. Convective plasma velocity was small (<100 km/s)
for the first event, while it was 100-200 km/s for the second
event. Characteristic waves were observed from the beginning
of the decrease in Bz in both the electric and the magnetic field
data. The high-time-resolution data shows that the waves have
frequencies of 5–20 Hz, and large amplitudes of 1-3 mV/m in
the electric field data and 5-15 nT/s in the search coil mag-
netic field data. The frequency of 5–20 Hz is in the range of
the lower hybrid waves.

As cited in the introduction, several authors explained the
decrease in Bz prior to the dipolarization as flux ropes due
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Fig. 2. From top to bottom: B, Bx, By , and Bz (solid curves),
obtained by a fluxgate magnetometer, v⊥,x (crosses: from a
particle detector, 12-s resolution, and dashed curves: from
EyBz/B2, 3-s resolution), AC magnetic field fluctuations of
Bx, By, and Bz , obtained by a search coil magnetometer,
and 64-Hz sampled electric field data, for 32-s intervals at (a)
1549:25–1549:57 UT and (b) 1551:10–1551:42 UT obtained by
GEOTAIL on August 31, 1999. The two horizontal bars indicate
the time intervals shown in Figure 3.

to multiple/impulsive reconnection and pileup of the B y field.
The present event seems to be different from the flux ropes or
pileup, because the peak in By is almost coincident with the
local minimum of Bz and Bz >0 everywhere. For flux ropes
and By pileups, there would be a bipolar Bz with a peak in By

near the inflection point of the Bz signature. Moreover, intense
waves were observed in the lower hybrid frequency range. In
this work, we would like to consider two alternative explana-
tions for the observed decrease in Bz prior to the dipolariza-
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Fig. 3. 128-Hz sampled magnetic field variations obtained
by a search coil magnetometer, and 64-Hz sampled electric
field data, for 4-s intervals at (a) 1549:35–1549:39 UT and (b)
1551:22–1551:26 UT obtained by GEOTAIL on August 31, 1999.

tion.
One explanation is the passage of field-aligned line current

associated with the substorm current wedge, as shown schem-
atically in Figure 4. Because Bx was continuously negative,
GEOTAIL was in the south of the tail current sheet. If GEO-
TAIL was above (north of) the upward field-aligned current (b)
or below (south of) the downward field-aligned current (c), it
would observe a decrease and then an increase in Bz , as shown
in Figure 4d. By would have a peak when the line current is
closest to the satellite. This configuration may explain the ob-
served Bz and By changes in Figure 1. The model in Figure
4 predicts that the By peak will coincide with zero crossing of
Bz . The By peak, however, coincides with the negative peak
of Bz in Figure 2. If the field-aligned current not only aligns
with GSM-X but has some component in the GSM-Y and -Z
directions or if the current has some sheet structures, it may
be possible to reproduce the observed Bz and By variations
by a crossing of field-aligned currents. However, this model
requires that for the present case, the field-aligned current ex-
pands quickly in longitude two times during the 2-min inter-
val. This model also does not explain why the intense 5–20 Hz
waves were observed at the start of the decrease in Bz .

The idea of field-aligned line current was first considered
by [11] for the events of the explosive growth phase. They ex-
cluded this idea because the observed variation in the geomag-
netically outward component of the magnetic field was oppos-
ite to that of the model in the VDH coordinate system. It is
not clear whether the same logic using the VDH coordinates is
applicable to the present case, since the radial distance of 10
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Fig. 4. Schematics of (a) the substorm current wedge, (b) and (c)
two possible motions of GEOTAIL relative to the field-aligned
line current (looking from the tail to Earth), which explain
the observed decrease in Bz and increase in By prior to the
dipolarization (d). Because Bx was negative throughout the event,
GEOTAIL was southward of the tail current sheet.

RE is just at the geomagnetic hinging distance, where dipole
configuration changes to the tail configuration ([3]).

The other explanation for the rapid decrease in B z prior to
the dipolarization is an explosive growth phase and a local-
ized tail current disruption, as schematically shown in Figure
5. Because Bx was continuously negative during the present
event, GEOTAIL was in the south of the tail current sheet (Fig-
ure 5a). At the late growth phase, the tail current sheet can be
suddenly intensified by some processes discussed below (ex-
plosive growth phase, Figure 5b). The magnetic field becomes
tail-like Earthward of the current intensification region and di-
polar tailward of the intensification region. This explains the
sudden decrease in Bz , if the satellite was located Earthward
of the current intensification region.

Then in Figure 5c, a localized current disruption occurs,
as expressed by an equivalent dawnward current, possibly be-
cause of an anomalous resistivity due to the observed intense
waves with frequencies of 5–20 Hz. The intense waves may be
generated by the cross-tail current instability due to the sudden
intensification of the tail current in Figure 5b. The magnetic
field configuration just tailward of the current disruption region
becomes more tail-like due to this localized current disruption.
This again explains the observed decrease in Bz on a short
time scale, if the satellite is located tailward of the disruption
region. The disrupted current will be closed to the field-aligned
current, forming a substorm current wedge.

(a)

(e)
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-  P
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(c')

(a)

(b),(c)

(e)

Bz

(f)
(d)

(c)
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Fig. 5. Schematics (X-Z plane looking from dusk to dawn) of a
sequence of explosive growth and disruption of the tail current,
explaining the observed decrease in Bz prior to the dipolarization
(indicated in (f)). (a) Before the event, (b) intensification of
tail current (explosive growth phase), (c) localized tail current
disruption (indicated as a dawnward tail current), (c’) enhanced
(reduced) magnetic field inside (outside) the current disruption
region increases (decreases) the Earthward j×B force, (d) plasma
tries to move Earthward (tailward) inside (outside) the current
disruption region, and (e) the whole plasma moves Earthward due
to a reduction in pressure gradient force, causing dipolarization
(increase in Bz) on the MHD time scale. The accumulation of
plasma and magnetic field may then increase the tailward pressure
gradient force to stop the flow (back to (a)). Satellite location
was just tailward of the current disruption region in the southern
hemisphere.

The field configuration in Figure 5c is, however, unstable on
an MHD time scale, which is longer than a few seconds. The
current disruption (equivalent dawnward current) produces ad-
ditional northward Bz Earthward of the disruption region and
southward Bz tailward of the disruption region. Thus, as shown
in Figure 5c’, the Earthward j × B force becomes larger than
the prevailing tailward pressure gradient force Earthward of
the current disruption region, while it becomes smaller tail-
ward of the current disruption region. As a result, plasma tends
to move Earthward/tailward at Earthward/tailward of the cur-
rent disruption region (Figure 5d). Since the Earthward plasma
motion reduces the pressure gradient force tailward of the mov-
ing region, the whole plasma finally moves Earthward (Figure
5e). This unbalance of j × B force has been discussed by [8]
(Section 6.6).

Because the Earthward plasma motion causes accumulation
of the plasma and magnetic field inside the disruption region,
the tailward pressure gradient force may increase again and the
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whole plasma may stop moving (back to Figure 5a). This may
explain the sequence of the present event, where dipolariza-
tions took place twice within 2 min. The Bx and By changes
observed at the time of the decrease in Bz may be explained
if the duskward sheet current at the explosive growth phase
and/or the dawnward disruption current are tilted in the X −Y
plane.

In the above discussion, two processes, i.e., explosive growth
phase (Figure 5b) and subsequent localized current disruption
(Figure 5c), are considered for the cause of the sudden decrease
in Bz . For the explosive growth phase, [11] and [12] proposed
that sudden intensification of the cross-tail current sheet with
a time scale of ∼1 min can be caused by a positive feedback
process between the unmagnetization of ions and the thinning
of the current sheet. [2] proposed that the kinetic ballooning
instability can cause explosive growth phase with a time scale
(period) of 50-75 s. [6] proposed that the entropy antidiffusion
by lower-hybrid drift instability can cause sudden intensifica-
tion of cross-tail current sheet with a time scale of ∼1 min. All
these possible processes of explosive growth phase predict the
time scale of ∼1 min, which is longer than that of the present
events (2-4 s). The decrease in Bz by a localized current dis-
ruption can be a time scale of a few seconds, since the current
disruption is a non-MHD process, which should be relaxed on
MHD time scale as shown in Figures 5c-5e. As shown in Fig-
ure 2, the intense 5-20 Hz waves were observed from the be-
ginning of the Bz decrease. This fact also supports the idea
that the waves are responsible for the current disruption that
causes decrease in Bz . Anyhow, if explosive growth phase oc-
curs prior to the current disruption to drive the thinning and
intensification of the cross-tail current sheet, it would be dif-
ficult to distinguish which (explosive growth phase or current
disruption) is the cause of the observed decrease in Bz .

The intense lower hybrid waves with frequencies of 5–20
Hz and amplitudes of 1–3 mV/m observed at the decrease in
Bz may be responsible for the tail current disruption. Model
calculations would be necessary to check whether these waves
are sufficient to disrupt the tail current. Recently [20] reported
similar waves at a lower hybrid frequency range (∼5-16 Hz)
based on the GEOTAIL observation in the tail plasma sheet
at 10–13 RE . They concluded that these waves are not likely
to be the cause of the tail current disruption, because their
maximum amplitude was not observed until after the start of
magnetic field dipolarization and Earthward flow. They sug-
gest that these waves are a consequence of the dynamics of the
magnetotail, since they are associated with plasma flow. In the
present case, the amplitude of the waves is already very high
at the start of the decrease in Bz , as shown in Figures 1 and
2. Thus, the waves may be responsible for substorm initiation
through cross-tail current instability. If the waves in the lower
hybrid frequency range are also generated by plasma dynam-
ics, it would be very difficult to distinguish the cause and the
result based on a single satellite measurement.

The relation between the observed field variations and the
Earthward plasma flow is important for verifying these models.
For the first event in Figure 2a, the plasma velocity increases
slightly to ∼100 km/s, while the second event in Figure 2b oc-
curs when the plasma velocity increases to a few hundred km/s.
This flow enhancement would be consistent with the longitud-
inal expansion of field-aligned line current model in Figure 4,

if, for example, the substorm current wedge is driven by the
braking of Earthward flow ([16] and [17]).

The decrease of the total pressure at or after the dipolariza-
tion in Figure 1 may not be not consistent to the flow braking
view for the present cases. We should note that for the present
events the ion energy tends to exceed the upper limit of the
ion detector (40 keV), so that the pressure measurements may
become ambiguous. However, this pressure reduction at the di-
polarization has been reported in several literatures. [15] called
the reduction of the plasma pressure associated with dipolariz-
ation and earthward bursty flow as plasma bubbles. [9] repor-
ted similar reduction of the plasma pressure in the equatorial
inner plasma sheet at substorm onset, and concluded that this
reduction leads to the expansion-phase reduction of cross-tail
current.

The model of explosive growth and disruption of tail cur-
rent (Figure 5) also predicts Earthward flow enhancement at
the time of dipolarization. For the second event in Figure 2b,
the flow was enhanced prior to the decrease in Bz . This may
contradict the current disruption model. However, if the tail
current disruption and subsequent Earthward flow occur on a
different spatial scale, one could expect an overlap of Earth-
ward flow and a decrease in Bz on a non-MHD short time
scale.

In any case, the time resolutions of the plasma velocities (3
s in E × B and 12 s in plasma moment) are not sufficient to
allow a discussion of timing in relation to field variation. Both
methods have problems in the determination of plasma velocit-
ies, i.e., the electric field is reliable only for the Ey direction,
and ion energy exceeds the upper limit (40 keV) of the plasma
detectors for the present event. High-time-resolution measure-
ment over a broad energy range (up to 100 keV) would be es-
sential for plasma velocity determination in the near-Earth tail.

4. Conclusion

We have investigated a sequential dipolarization event ob-
served by the GEOTAIL satellite in the near-Earth plasma sheet
at (XGSM , YGSM ) = (-8.3, -5.1)RE , using high-time-resolution
data from a fluxgate magnetometer (16-Hz), a search-coil mag-
netometer (128 Hz), and an electric field antenna (64 Hz). The
dipolarization event took place 5–7 min after ground Pi 2 on-
set and a POLAR UVI auroral brightening, and was observed
dawnside (02 MLT) of the main onset region (22 MLT). The
observed characteristics of the dipolarization are summarized
as follows:

1. Two dipolarizations were observed within a 2 min inter-
val. The magnetic field Bz suddenly decreased 2-4 s before the
dipolarization in both cases.

2. Characteristic electric and magnetic field oscillations with
frequencies of 5-20 Hz (lower hybrid frequency range) and
amplitudes of 1-3 mV/m and 5-15 nT/s were observed coin-
cident with the sudden decrease in Bz .

We discuss two possible causes of the sudden decrease in Bz

prior to dipolarization: (1) passage of field-aligned line cur-
rent associated with the substorm current wedge, and (2) ex-
plosive growth and disruption of the cross-tail current sheet.
From the present observation it is difficult to distinguish which
process caused the observed magnetic field features. In the
former case, the observed intense waves may be a consequence
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of plasma dynamics (plasma flow) during dipolarization. In
the latter case, the observed waves may cause the tail current
disruption. Plasma measurements with a high time resolution
(higher than 1 s) would be key to differentiating between these
two models.
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Ground and satellite observations of substorm
onset arcs

K. Shiokawa, K. Yago, K. Yumoto, K. Hayashi, D. G. Baishev, S. I. Solovyev, F. J. Rich,
and S. B. Mende

Abstract: Auroral features and associated particles and fields are investigated for three auroral substorms (pseudo-
breakups) observed at 19-20 MLT on December 30, 1994 and October 24 and 31, 2000. We identified the substorms
using Pi 2 wave packets, positive/negative H variations at mid-/high-latitudes, and auroral brightenings in auroral images
obtained by a ground all-sky camera and by the IMAGE FUV imager. The DMSP satellites crossed brightening arcs
during the Pi 2 pulsations in the field-of-view of the ground camera at Fort Smith (67 MLAT), Canada, and Tixie (66
MLAT), Russia. The crossings were 1-2 hours duskside of the main onset local time. The brightening arcs were located
at the equatorward boundary of the region 1 current and in the sunward convection region. The arcs corresponded to
inverted-V accelerated electrons. From these observations, we suggest that the arc brightening occurs in the inner plasma
sheet at the inner edge of the region 1 current source in the sunward convection region.

Key words: auroral initial brightening, precipitating particles, region 1 current, sunward convection.

1. Introduction

An auroral substorm is a manifestation of a magnetospheric
substorm, which is a fundamental disturbance that releases the
energy stored in the magnetosphere to the ionosphere. The on-
set mechanism of magnetospheric substorms is still contro-
versial (see Space Science Reviews, vol. 113, No. 1-2, March
2004, for a review). Substorm onset is commonly described
using the following two models.

The first is the near-Earth onset model, in which some in-
stability in the nightside near-Earth plasma sheet inside 10 RE

causes a substorm (e.g., [17], [18], [12], and [5]). The fact that
the auroral substorm starts from the most equatorward arc (e.g.,
[1] and [19]) supports this idea. [21] showed that the location
of the auroral initial brightening was mapped inside 15 RE in
the magnetosphere. However, field-line mapping of the auroral
brightening region to the magnetosphere is always ambiguous
because of the tailward-stretched magnetic field configuration
that is present during the substorm growth phase.

The other model of substorm onset is the near-Earth neutral
line (NENL) model, in which the magnetic reconnection at 20-
30 RE in the tail causes the substorm (e.g., [14] and [3]). The
NENL formation at radial distances of 20-30 RE is supported
by observations of the statistical flow-reversal location (e.g.,
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[2], [23], and [20]) and of the detailed structure of the recon-
nection region (e.g., [24] and [27]). The mismatch between the
auroral initial brightening (inside 10-15 RE) and the reconnec-
tion region (20-30 RE) may be explained by considering the
braking of Earthward flow launched from the reconnection re-
gion as a generator of auroral brightening ([31]). [26] sugges-
ted that the two mechanisms (near-Earth instability and recon-
nection) may operate simultaneously in a coordinated way.

Particle and field signatures of the auroral initial brightening
may be a key to identifying the source location of the brighten-
ing in the magnetosphere, and may help to verify the different
models. For that purpose, several authors have compared au-
roral images and satellite particles and fields ([28]: meridian-
scanning photometers and DMSP, [8]: ground auroral images
and FAST, and [22]: satellite auroral images and FAST]. These
studies indicate that the onset arc is located in the middle part
or the equatorward edge of the electron precipitation region,
and in the intense ion precipitation region, suggesting that the
source is located in the inner part of the plasma sheet.

Despite these previous studies, simultaneous observation of
auroral images and in situ plasma data at substorm onset is still
very limited. In the ICS-8, we reported simultaneous measure-
ments of substorm brightening arcs for three ground-satellite
conjunction events, using auroral images and in situ particle,
field-aligned current, and plasma convection data. Due to the
limit of the total pages of this proceedings, we show only some
parts of the measurements. The full descriptions of these three
events were reported by [36], [34] and [37].

2. Observations

In this work, we use auroral images obtained by panchro-
matic all-sky TV cameras with image intensifier at Tixie (TIK,
71.6◦N, 128.8◦E, magnetic latitude (MLAT) = 66.0◦) and at
Fort Smith (FSM, 60.0◦N, 248◦E, 67.0◦MLAT). The cameras
take auroral images in visible wavelengths with a time resolu-
tion of 1-4 s. Details of the cameras are given by [29]. [35] and
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[33] used the cameras for a detailed comparison of substorm
arcs with Pi 2 pulsations.

Using auroral images over 4 years (1997-2000) at TIK and
one month (December 1994 - January 1995) at FSM, we searched
simultaneous observations of substorm-associated auroral arcs
detected by the ground all-sky camera and auroral particle and
field data obtained by the DMSP satellites in the field-of-view
of the cameras. Only three events were available during which
DMSP crossed the brightening arc within 10 min of the bright-
enings. This fact indicates the difficulty of obtaining simultan-
eous ground and satellite observations of substorm brightening
arcs.

October 31, 2000

M
LAT
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66.0

61.6

GL
AT

76.1

71.6

67.1

IMF (nT)
5
0

-5

By

Bz

ADL
-46.0
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-45.5

MSR
37.6

 8nT

CHD
65.0

TIK 
66.0 50nT

0930 0940 0950 1000 1010 1020 1030 1040 1050 1100
Universal Time

station
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Fig. 1. Interplanetary magnetic field (IMF) variations obtained by
the ACE spacecraft, time variations of auroral intensity in a north-
south meridian obtained by the all-sky camera at Tixie (TIK),
and H-component magnetic field variations at TIK, Chokurdakh
(CHD), Moshiri (MSR), Canberra (CAN), and Adelaide (ADL) in
the magnetic meridian of TIK, for the substorm brightening event
of October 31, 2000. The magnetic field data are shown as 50
nT/division for TIK and CHD, and 8 nT/division for MSR, CAN,
and ADL. The vertical red-dashed line indicates the time when
the DMSP F12 satellite crossed the brightening arc, as shown in
Figure 2.

Figure 1 is an example of IMF and ground auroral and mag-
netic field data during the ground-satellite conjunction event. It
shows interplanetary magnetic field (IMF) variations obtained
by the ACE spacecraft, auroral intensity variations in a north-
south meridian (keogram) obtained by the all-sky camera at
TIK, and H-component magnetic field variations at the CPMN
stations at TIK, Chokurdakh (CHD), Moshiri (MSR), Canberra
(CAN), and Adelaide (ADL) ([38]), for the substorm event
on October 31, 2000, which was reported by [37]. IMF data
is shifted 63 min by taking into account the travel time from
the ACE spacecraft to the magnetopause. The all-sky images
are converted to geographical coordinates, assuming an auroral
altitude of 120 km. The keogram shows auroral intensity vari-
ations at a geographical longitude of TIK (128.8 ◦E).

In Figure 1, IMF Bz measured by the ACE spacecraft at
X = 219 RE was almost continuously southward (∼ 0 to −5
nT), and By was duskward (> 5 nT) for 0930 – 1100 UT. In
the keogram, the equatorward boundary of the auroral zone

gradually shifts equatorward during the plotted interval. As in-
dicated by the vertical dashed line, an auroral intensification
took place at ∼1004 UT (18.5 MLT at TIK) at the equatorial
boundary of the auroral zone at ∼66◦MLAT (∼72◦GLAT).
The DMSP F12 satellite crossed the arc at this time, as shown
later. An equatorward-drifting aurora was observed simultan-
eously poleward of the brightening arc. However, auroral ex-
pansion was not observed in the keogram. Small magnetic field
variations were seen in the high-latitude magnetograms at TIK
and CHD at this time. Pi 2 pulsations with a coherent phase
structure were identified in the midlatitude magnetic field data
at MSR, CAN, and ADL. These features indicate that this au-
roral brightening is categorized as a pseudo-breakup. A major
substorm took place at ∼1020–1040 UT, as characterized by
an auroral expansion at TIK, high-latitude magnetic field vari-
ations and midlatitude Pi 2 pulsations.
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All-sky Camera Data at Tixie (October 31, 2000)

           114.6            128.8            143.0 
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67.1

GLONG
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Fig. 2. Auroral images obtained at Tixie. Geographic north (N)
and geomagnetic north (MN) are indicated in the 1003:06 UT
image. Geographic latitude and longitude are indicated in the
1004:06 UT image. The orange squares indicate the footprint of
the DMSP F12 spacecraft at an altitude of 120 km.

Figure 2 shows ground auroral images (1000 km × 1000
km) obtained at TIK from 1003:06 to 1004:49 UT. The im-
ages have been converted from the original all-sky coordinates
to geographical coordinates by assuming an auroral altitude of
120 km. Geomagnetic north (MN) is 17◦ westward from geo-
graphic north (N). The image center is the zenith of TIK. The
orange squares indicate the footprints of the DMSP F12 space-
craft at an altitude of 120 km.

In Figure 2, an auroral arc extends from east to west at 1003:49–
1004:49 UT at a latitude of 72◦N, which is the equatorward
boundary of the auroral region. The arc completely expands to
the west at 1004:49 UT. The arc width is less than 1 degree in
latitude. The DMSP footprint crosses the western edge of the
brightening arc from low to high latitudes at 1004:06 UT. Two
auroral arcs in the NW-SE direction can be seen poleward of
this brightening arc. They show continuous equatorward mo-
tion, as shown in Figure 1.

The DMSP spacecraft is in circular polar orbit, and it ob-
serves precipitating electrons and ions, ion drift velocities, and
magnetic field variations at an altitude of 840 km. These data
from 1003:00 to 1006:29 UT on October 31, 2000, are shown
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Fig. 3. Magnetic field, plasma speed, and precipitating particle
data obtained by the DMSP F12 spacecraft at an altitude of 840
km at 1003:00–1006:29 UT on October 31, 2000. From top to
bottom, magnetic field, plasma speed, electron (black) and ion
(red) energy flux (eV/cm2 s sr), average energy (eV), and electron
and ion energy spectrograms. The dashed red line indicates
the time (1004:06 UT) when the DMSP footprint crossed the
brightening arc, as shown in Figure 2 (after [37]).
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Fig. 4. Precipitating particle data obtained by the DMSP F10
spacecraft at an altitude of 840 km at 0410:30 UT – 0414:29 UT
on December 30, 1994. From top to bottom, electron (black) and
ion (red) energy flux (eV/cm2 s sr), average energy (eV), and
electron and ion energy spectrograms are shown. The vertical
red-dashed line indicates the time (0411:48 UT) when the DMSP
footprint crossed the brightening arc (after [36]).

in Figure 3. As shown by the vertical dashed line, the bright-
ening arc corresponds to an electron inverted-V structure with
a peak energy of ∼1 keV at the equatorward edge of the elec-
tron precipitation region. The latitudinal width of the inverted-
V structure is less than 1 degree, which is consistent with the
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Fig. 5. Magnetic field, ion drift, and precipitating ion and
electron data obtained by the DMSP F15 satellite at 1046:00–
1051:00 UT on October 24, 2000. The vertical red-dashed line
and horizontal red lines indicate satellite crossings of brightening
arcs. The upward and downward arrows in the top panel indicate
directions of the large-scale field-aligned currents inferred from
the magnetic field data (after [34]).

observed arc width at Tixie. It is located ∼3◦ (in latitude) pole-
ward of the equatorward boundary of the ion precipitation re-
gion and ∼ 6◦ equatorward of the poleward boundary of the
electron precipitation region. The inverted-V structure is also
located at the middle part of the energetic (> 1 keV) ion pre-
cipitation region.

In the top and second panels of Figure 3, we show magnetic
field and ion drift velocities for the component perpendicular to
the DMSP spacecraft’s trajectory in the horizontal plane. The
component can approximately be regarded as east-west com-
ponent. For the magnetic field data, eastward magnetic field in-
tensity increases (downward field-aligned current) from lower
latitudes up to 66.5◦MLAT, and then decreases (upward field-
aligned current) to 72◦MLAT. This feature is a typical pair of
region 1 and 2 currents in the dusk sector ([15]). The auroral
particles associated with the brightening arc (indicated by the
vertical dashed line) are located at the equatorward edge of the
upward region 1 field-aligned current, with a local enhance-
ment of the current intensity.

The plasma velocity data obtained by the ion drift meter in-
dicates that the whole region plotted in Figure 3 corresponds
to the westward (sunward in this local time) convection region.
The brightening arc at 66.6◦MLAT is located in the middle of
this sunward convection region. The arc corresponds to a local
enhancement of velocity shear from west to east, which is a
typical feature of auroral arcs (e.g., [4]).

Figure 4 shows the particle data for another ground-satellite
conjunction event obtained by the DMSP F10 spacecraft from
0410:30 UT to 0414:29 UT on December 30, 1994. This event
was reported in detail by [36] as the conjugate ground-satellite
observation of a substorm brightening arc during a pseudo on-
set observed at FSM. As shown by the vertical red-dashed line,
the brightening arc corresponds to a clear electron inverted-V
structure with a peak energy of ∼3 keV near the equatorward
edge of the electron precipitation region. The inverted-V struc-
ture has a latitudinal width of ∼1 degree and is located about 2
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degrees poleward of the equatorward boundary of the ion pre-
cipitation region and ∼5 degrees equatorward of the poleward
boundary of the electron precipitation region. It is also located
at the poleward boundary of the energetic (> 1 keV) ion pre-
cipitation region. The greatest ion energy flux region is located
about 1 degree equatorward of the inverted-V structure. For
this event, magnetic field and plasma drift data were not avail-
able.

Figure 5 shows the particle and field data for the third ground-
satellite conjunction event obtained by the DMSP F15 space-
craft from 1046:00 UT to 1051:00 UT on October 24, 2000.
This event was reported in detail by [34] as the conjugate ground-
satellite observation of a sequence of substorm brightening arcs.
During a 30-min interval at 1020-1050 UT, three Pi 2 wave
packets and associated auroral brightenings are observed. The
DMSP F15 satellite crossed the brightening arc just after the
third brightening in the field of view of TIK. The DMSP F15
satellite crosses the most equatorward arc at ∼1048:15 UT,
which brightened at the second Pi 2 onset. Intense acceler-
ated electrons are observed around this time (1048:06–1048:12
UT), as indicated by the vertical dashed line. Then at∼1048:40–
1049:20 UT the satellite enters the region of westward-expanding
auroras, which is brightened at the third Pi 2 onset. Two inverted-
V type accelerated electrons are observed around this time (1048:30–
1049:20 UT), as indicated by the horizontal red bars in Figure
5. The energy of these accelerated electrons reaches 10 keV.
These accelerated electrons are located in the region of high-
energy ion precipitation, which can be recognized at 61–68 ◦
MLAT (1047:00–1049:30 UT).

In the top panel of Figure 5, large-scale upward and down-
ward field-aligned currents are observed, as shown by the black
arrows. They are probably the region 1 (upward) and region 2
(downward) field-aligned currents in the evening sector ([15]).
The brightening auroras indicated by the dashed line and ho-
rizontal bars are located in the region 1 upward field-aligned
current. The ion drift data indicates that the plotted interval
is mostly in the westward (sunward) convection region except
for the latitudes higher than the electron precipitation region
(>70 MLAT). The ion drift velocities in the onset arcs (indic-
ated by the vertical red-dashed line and horizontal bars) show
intense turbulences with peak-to-peak amplitudes up to ∼1000
m/s, while the background convection velocity is rather weak.
It is noteworthy that the most equatorward arc (dashed line),
which brightened after the second Pi 2 pulsation, is located
at the equatorward edge of the region 1 current. This arc is
located in the sunward convection region, where the convec-
tion velocity suddenly decreases from lower latitudes to higher
latitudes. This decrease in convection velocity corresponds to
converging poleward-directed Pedersen currents, which would
give rise to the upward field-aligned currents of the arc. This
decrease in convection velocity may also correspond to the
duskward extension of the Harang discontinuity, though the
velocity does not turn to negative. The intense westward drift
at 59–62 MLAT (1046:30-1047:20 UT) is probably the Subau-
roral Ion Drift (SAID) associated with the high geomagnetic
activity (e.g., [10] and [9]).

3. Summary and Discussion

We have shown particle and field features associated with
auroral initial brightenings for three auroral substorms (pseudo-
breakups) observed at 19-20 MLT on December 30, 1994 and
October 24 and 31, 2000. The DMSP satellites crossed bright-
ening arcs in the field-of-view of the ground all-sky cameras.
All the crossings were 1-2 hours duskside of the main onset
local time. The brightening arcs correspond to the inverted-V
accelerated electrons at or near the equatorward edge of the
electron precipitation region. They were located just poleward
of the main ion precipitation region. They were located near
the equatorward boundary of the region 1 current, in the sun-
ward convection region, and in the localized turbulence region
of ion drift velocity.
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Fig. 6. Schematic picture of the observed features of the
substorm brightening arc mapped to the equatorial plane of the
magnetosphere. The observation was made at 1-2 hours duskside
of the main onset local time. The brightening arc is located at the
equatorward edge of the region 1 upward field-aligned current in
the sunward convection region.

Figure 6 illustrates the observed features of the brighten-
ing arc mapped to the equatorial plane of the magnetosphere.
For all the three events, the observations were made 1-2 hours
duskside of the main onset local time. The brightening arc ex-
tended from the nightside just after the ground Pi 2 pulsation.
The arc was located at the equatorward edge of the region 1
upward field-aligned current in the sunward convection region.
This fact suggests that the onset occurs at the boundary of the
region 1 and 2 current drivers in the magnetosphere.

According to MHD theory, the major field-aligned current
drivers in the magnetosphere are particle inertia, pressure gradi-
ent, and temporal variation of flow shear (e.g., [13] and [11]).
The pressure gradient force in the longitudinal direction from
midnight to both evening and morning sectors possibly gener-
ates both the region 1 and 2 current systems ([32]), but mainly
drives the region 2 current due to the inward gradient of the
magnetic field. The partial ring current due to the gradient and
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curvature of the magnetic field also drives the region 2 cur-
rent system (e.g., [16] and [7]). These considerations suggest
that the region 2 current drivers mainly act in the dipolar field
region. The temporal development of the flow shear of the in-
crease in westward flow with increasing latitude (inner part of
the sunward convection belt) can also cause the region 2 down-
ward current system in the evening sector. On the other hand,
the temporal development of the flow shear of the decrease in
westward flow with increasing latitude can drive the region 1
upward field-aligned current in the evening sector. This region
1 type flow shear is expected in the plasma sheet from the outer
part of the sunward convection region to the antisunward con-
vection region near the tail flank, as shown in Figure 6. The
magnetospheric source of the most equatorward brightening
arc is located at the boundary of these two current drivers.

[34] discussed the implication of the above observed facts in
relation to the substorm models. The brightening arc is prob-
ably not connected directly to the lobe reconnection. However,
these observations cannot differentiate between near-Earth on-
set models, i.e., flow braking ([30] and [31]), IMF northward
turning and associated convection inhomogeneity ([18]), and
near-Earth plasma sheet instability ([17], [6], and [25]). How-
ever, we would like to draw attention to the fact that the most
equatorward arc that brightens at the substorm onset is not at
the equatorward edge of the auroral oval and associated field-
aligned current systems, but that the region 2 current system
exists equatorward of the brightening arc.

It should be noted that our measurements were made 1–2
hours duskside of the main onset longitudes. For all the three
events, the auroral arcs come from the east (nightside) in the
field-of-view of the ground cameras. This motion is different
from that in the onset region, where aurora simply brightens at
the equatorward-most arc and expands poleward (e.g., [1] and
[19]). [22] have shown, using the FAST particle data, that the
auroral brightening at the onset longitude is caused by supra-
thermal electron precipitation. This fact suggests that at the ex-
act onset longitude the brightening arc may not be the inverted-
V accelerated electrons.
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Auroral secondary ions in the inner magnetosphere

G. Sofko, M. Watanabe, R. Schwab, and C. Huang

Abstract: Radar measurements of the global convection pattern and satellite observations of nightside low-energy ion
populations are presented for magnetically disturbed conditions. The results form a consistent picture, namely that the
ions are secondary ions (mostly O+) produced in the auroral zone ionospheric F-region during bombardment by primary
auroral electrons, and that these ions subsequently undergo TAI (transverse acceleration of ions) which raises their energy
from the ionospheric value of about 0.1 eV to suprathermal and sub-auroral energies from a few tens of eV to a few
hundred eV. The ions subsequently undergo a combination of bounce motion and ExB drift along the streamlines of the
convection pattern, which has recently been shown to include some new features. We can classify three populations of
these low-energy ions, namely DAPS (Dusk Auroral Positive Stream) ions, SAPS (Sub-Auroral Polarization (or Positive)
Stream) ions and MAPS (Morning Auroral Positive Stream) ions. When conditions are not too disturbed, these ions show
some characteristic features such as energy bands with integer energy ratios and a dispersive signature (decreasing energy
with decreasing latitude). It is proposed that these low-energy ions, particularly the MAPS ions on the dawnside, may alter
the shielding conditions in the inner magnetosphere.

Key words: Auroral secondary ions, Radar convection, Shielding, Satellite particle observations.

1. Introduction

As the dayside ionosphere rotates around to the nightside,
the photoionization in the E-region disappears and the F-region
survives only because the loss rate is low. During magnet-
ically disturbed conditions when the electric field increases,
the loss rates increase and the photoionization can decrease to
very low levels, or even disappear. However, during disturbed
conditions, a strong new source of ionization appears, namely
bombardment of the ionosphere by auroral primary particles,
mainly precipitating electrons in the 1–10 keV range which
flow from the central plasma sheet to the ionosphere and are
associated with upward field-aligned currents (FACs). These
FACs carry substantial energy, as evidenced by the optical au-
rora they produce. Every kiloRayleigh (kR) of optical emis-
sion requires a primary energy flux of about 1 erg cm−2 s−1.
Typically, optical auroras are at least about 10 kR during mod-
erately disturbed conditions, but they can attain intensities of
more than 100 kR during intense events. Thus, substantial en-
ergy fluxes from 10–100 ergs cm−2 s−1 are carried by the
primary electrons, resulting in a large production of secondary
ion-electron pairs.

In a sense, the ionosphere acts as a “particle amplifier” since
an average energy of only about 35 eV from a primary precip-
itating particle is required to produce a secondary ion-electron
pair. Thus, a 1 keV auroral primary electron can produce about
30 low-energy secondary ions and electrons. Furthermore, the
number of secondary pairs produced is large, since an energy
flux of 1 erg cm−2 s−1 produces 1.79 × 1010 secondary
pairs cm−2 s−1. The observed auroral optical intensities of
10–100 kR require that the actual secondary production rate
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would be 10–100 times the above figure. As shown in Figs.
3.3.4. of [17], the secondary electrons will have energies up
to a few tens of eV (some of them will have enough energy
to produce another secondary pair) but the secondary ions will
remain near their ionospheric energy (∼ 0.1 eV). In the present
paper, we focus on the ion production in the F-region, partic-
ularly above about 160 km where the loss rates are low and
the lifetimes are long. Figure 3.3.3 of [17] shows that, partic-
ularly for the primary electrons in the 1–5 keV range, a non-
negligible fraction of the secondary ions would be produced
above 160 km, these being predominantly O+ ions. The contri-
bution of ionospheric O+ to the magnetosphere has been noted
in many satellite papers (e.g., [1, 3, 8, 11, 22]). As a result,
there will be a reasonable supply of low-energy secondary O +

ions from the upper E-region and lower F-region, even if only
a percent or two of the original primary bombardment energy
goes into secondary production above 160 km.

It is well known that magnetic storms and substorms are ac-
companied by turbulence that is both electrostatic and electro-
magnetic. One example of the electromagnetic turbulence is
the presence of ion cyclotron waves, whose effects have been
invoked (e.g., [4, 15]) to explain the transverse acceleration of
ions (TAI) (see the extensive list of references in [16] and the
review by [2]) that leads to the many observations of ion con-
ics. Such transverse energization of the secondary ions above
160 km leads to a strengthening of their magnetic moment, and
hence of the mirror force �F = −µ∇B. As a result, F-region
secondary ions above 160 km that undergo TAI will travel up
the magnetic field lines, executing bounce motion. (There also
is ample evidence of parallel acceleration above auroras, pre-
sumably due to the upward polarization field caused when the
secondary electrons move up the field line away from the sec-
ondary ions.)

Satellite observations of TAI and ion conics show that most
of these secondary ions, even after some TAI and parallel ac-
celeration, remain at energies below 1 keV, most being in the
range from a few tens to a few hundreds of eV. Because of their
low energies, they participate only in ExB drift, not curvature-
gradient drift. These bouncing and drifting low-energy sec-
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ondary ions thus will act as tracers of the streamlines (equi-
potentials) of the convective flow patterns in the ionosphere
and magnetosphere. New pictures of the convection stream-
lines have been obtained using recent Millstone Hill and Wal-
lops Island SuperDARN results. A cartoon summarizing the
convection pattern results is presented in the next Section.

We shall present satellite evidence showing that there are
three distinct populations of the low-energy secondary ions
that have bounced and drifted away from their production sites
in the auroral zone. Indeed, many satellites have shown the
presence of these ions, such as DE1 and 2 [21], AKEBONO
(EXOS-D) [9, 10], DMSP and CRRES. A recent statistical
study of DMSP and CRRES data [14] has revealed the fre-
quent presence of these low-energy ions on the morning side.
We will show only a small sample of the extensive satellite
results.

Because the ions are positive particles that flow along the
equipotential streamlines, we will refer to them as “Auroral
Positive Stream (APS)” ions. Two of the three ion populations
will remain at auroral latitudes on auroral streamlines, namely
the population that drifts to the west in the afternoon convec-
tion cell (the Dusk Auroral Positive Stream, or DAPS, ions)
and the one that drifts to the east in the morning convection
cell (the Morning Auroral Positive Stream, or MAPS, ions).
The third stream flows westward in the SAPS (Sub-Auroral
Polarization Stream) region defined by [5]. These
westward-drifting ions in the plasmatrough region will be re-
ferred to as SAPS (Sub-Auroral Positive Stream) ions. Their
ExB motion is an ideal tracer of the equipotentials in the Sub-
Auroral Polarization Stream.

2. The Ionospheric Convection Pattern

Figure 1 shows a pictorial representation of the convection
pattern during disturbed conditions with a By+ IMF. This is
basically the two-cell convection pattern, but with the recent
radar observations relevant to the SAPS region. The SAPS flows
result from an arm of the afternoon cell that protrudes into the
morning sector at low latitudes. There is a convection reversal
associated with this arm, and the heavy dashed line in the fig-
ure divides the eastward flows in the auroral zone portion of
the arm from the westward streaming flows in the equatorward
SAPS region of the arm.

SAPS has been defined [5] as a relatively broad (∼ 5◦ latit-
ude) region of poleward (ionosphere) or radially outward (mag-
netosphere) electric field in the region equatorward of the in-
ner auroral-energy electron boundary of the plasma sheet. At
ionospheric heights, the SAPS region is one of low density and
conductivity, particularly during disturbed periods when the
electric field and the resulting ion convective speed are higher
so that the cross-section for recombination of ionospheric ions
and electrons is elevated, with the result that the electron dens-
ity in the plasmatrough is further decreased [18, 20]. As a res-
ult, the electric field must strengthen in order to increase the
Pedersen closure currents to the level required for Region 2
current closure in this subauroral region. The resulting strong
convective flows, first seen as latitudinally confined (about 1◦)
regions, were referred to as Polarization Jets (PJ) [7] and SAIDs
(Sub-Auroral Ion Drifts) [19]. It was observed that the flows
could be broader, spanning about 5◦ [23]. The acronym SAPS
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Fig. 1. Pictorial representation of convection including trends
indicated by recent SuperDARN and Millstone Hill convection
results. The pattern indicates the locations of the DAPS, MAPS
and SAPS populations. The heavy line near midnight marks
a very rough approximation to the location of the Harang
discontinuity. The dotted lines are the mappings of the dayside
and nightside reconnection lines to the ionosphere and the solid
lines that join the dotted lines represent the OCFLB (open-closed
field line boundary). The heavy dashed line spanning the
midnight sector represents the convection reversal boundary which
separates the SAPS region from the auroral zone. The small
counterclockwise cell is not discussed here.

was defined in part to describe the broadened electric field re-
gion associated with the latter broader flows [23], which pre-
sumably incorporate the narrower PJ and SAID flows seen
earlier. Millstone radar results [12] showed that the westward
flows of the Polarization Jet (they used this term because the
definition of SAPS occurred a year later) could be seen well
into the postmidnight sector, as late as 04 or 05 LT. Although
not specifically stated in the original SAPS definition by Foster
and Burke [2002], the region of the SAPS poleward electric
field is within the nightside low-latitude portion of the after-
noon convection cell, which develops the arm shown in Fig. 1
that can extend well into the post-midnight sector during dis-
turbed conditions. In addition to the [12] study, the postmid-
night SAPS occurrence was revealed in a statistical study by
[6] who, for the relatively large KP value of 6−, showed that
the penetration of SAPS into low latitudes in the postmidnight
sector could extend almost as far eastward as dawn.

In Figure 1, the auroral zone includes the streamlines that,
starting from the dayside, cross the polar cap and then flow
through the “merging line” (dashed) on the nightside. Many
streamlines then turn westward into the afternoon cell. Since
these streamlines turn clockwise, the flow is characterized by
downward vorticity, which is associated with upward FACs,
particularly near the late evening convection reversal region.
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It is there that the auroral secondaries will be produced, after
which they flow westward on auroral zone streamlines, leading
to the observations of DAPS ions in the post-evening sector.

However, some of the afternoon (PM) cell streamlines emer-
ging from the polar cap first turn eastward on the poleward por-
tion of a morning-side low latitude “extension arm” of the PM
cell, and then they undergo a convection reversal so that the
flow on the equatorward side of the reversal is westward in the
poleward electric field of the SAPS region, where the SAPS
ions are found. It should be noted that the downward flow vor-
ticity across that convection reversal is again consistent with
the presence of upward field-aligned currents; the SAPS ions
are the secondary ions that result from the primary electron
bombardment associated with those upward FACs. Consistent
with this scenario are observations of strong optical aurora in
the vicinity of that low-latitude early morning convection re-
versal, and even onsets of substorm expansive phases in that
region.

Finally, the origin of the MAPS particles should be addressed.
At first sight, it would seem that the morning auroral stream-
lines emerging from the polar cap undergo a counterclock-
wise rotation, which implies downward, rather than upward,
FAC. However, if the streamlines in Fig. 1 are examined just
equatorward of the small counterclockwise cell, it will be no-
ticed that their separation increases in the equatorward direc-
tion. This shows that there is a shear which is characterized by
downward vorticity. Further along these streamlines, there is
more downward vorticity as the streamlines curve clockwise
to lower latitudes around the eastward end of the PM cell “ex-
tension arm” where the SAPS ions are produced. Overall, then,
there are indeed several regions of downward vorticity (upward
FACs) in the morningside auroral zone too, and these regions
are where the MAPS ions will be produced. After production,
they simply undergo drift eastward toward dawn, where we
will show in the following section some AKEBONO measure-
ments [9, 10] and discuss the DMSP statistical study by [14]
which shows that dawnside low-energy ions are a persistent
feature during disturbed conditions.

3. Satellite Observations Of Low-Energy Ions

Some of the earliest low-energy SAPS ion observations were
made by the Dynamics Explorer satellites DE-1 (∼10,000 km
latitude) and DE-2 (∼925 km). Two fine examples of pitch
angle observations near 0◦ in the evening sector on October
22, 1981, are shown by [21], in their Plate 1 which shows LAPI
(Low Altitude Particle Instrument) data.

Figure 2 shows DMSP evening sector results at about 20 MLT
from both the SSJ/4 and ion drift meter instruments. The fig-
ure clearly reveals two of the three low-energy ion popula-
tions, namely the SAPS ions, found equatorward of the au-
roral particles, and the DAPS ions, seen within the auroral
zone in the latitude range from about−53.7◦ to −56.5◦ MLAT.
Of course, the DAPS ions are coincident with the more ener-
getic (∼1 keV) auroral ions and electrons. The electron and ion
spectra in the top panels of Fig. 2 show that the inner edge of
both the electron and ion auroral energy precipitation on this
very disturbed day is located at about −53.6◦ in the southern
hemisphere. The SAPS ions (∼1 keV) extend into the plasmat-
rough region well equatorward of the auroral electron bound-

ary, which would be conjugate to the inner edge of the electron
plasma sheet. The low-energy SAPS ions have the following
features: (a) they are bursty in space and time; (b) their ener-
gies range from the detector low-limit energy (30 eV) up to
∼1 keV; (c) they have a banded structure in energy, with sev-
eral bands of energy occurring at any given latitude; (d) they
show a signature of dispersion, namely a slope that reflects a
decrease in energy with decreasing latitude; (e) the lowest en-
ergy band (< 100 eV) is usually the strongest in flux, as seen
clearly in Fig. 2 at the lower latitude end (−50◦ to −52◦).

The DAPS ions have similar features except that the disper-
sion slope (property d) is smaller than that of the SAPS ions.
The ion drift meter convective motion results seen in the bot-
tom panel show that both the auroral zone DAPS ions and the
plasmatrough SAPS ions are drifting westward, although there
is a latitudinal region (from about −53◦ to −52◦) of weaker
drift separating these two low-energy populations. Most of the
SAPS secondary ions produced in the zone of primary elec-
tron precipitation initially move eastward just poleward of the
convection reversal before turning equatorward and then trav-
eling westward in the plasmatrough, as shown in Figure 1. The
DAPS secondary ions are produced at slightly higher latitudes
nearer to dusk and subsequently drift directly westward toward
dusk on evening cell streamlines. It should be noted that the
DAPS ions all travel directly along streamlines from the au-
roral production region toward dusk, and these paths do not
differ much in length. On the other hand, the SAPS ions travel
on longer routes because they may first travel eastward at au-
roral latitudes before crossing the convection reversal to travel
westward in the plasmatrough. As a result, there can be a con-
siderable difference in length between adjacent paths of the
SAPS ions. This accounts for the different slopes in the disper-
sion signatures of the DAPS and SAPS ions.

Because of their shorter paths, DAPS ions are not subject
to as much loss as the SAPS ions, and would be expected to
show higher energy fluxes. This is revealed rather clearly in
the middle panel of Figure 2, where the DAPS population has
fluxes well in excess of 107 eV cm−2 s−1 sr−1 eV−1 whereas
the SAPS population values are close to 107. In Figure 2, the
important boundary between the DAPS and SAPS ion popu-
lations is the equatorward auroral boundary at −53.7◦, which
is roughly the low-latitude boundary for both auroral energy
ions and electrons. (Although ring current ions are normally
too high in energy to be seen by the SSJ/4 detector, Fig. 2
shows a ring current ion population - the whitish-pink high
flux region - seen both in the auroral zone in the plasmat-
rough from∼−53.7◦ to ∼−52.1◦ at the highest SSJ/4 energies
(> 10 keV)).

The SAPS and DAPS energy bands, which are shown even
more clearly in upcoming Figure 3, have been explained in
detail by [9, 10]. They result from differences in lengths of
the streamline paths between the secondary production region
and the satellite. When DMSP is traveling poleward through
the plasmatrough, as in Fig. 2, the streamline path lengths are
shorter at the higher latitudes, longer at the lower latitudes. If
we assume for simplicity that the electric field is roughly con-
stant in the plasmatrough, the ExB drift time will be directly
proportional to the path length. For the longer path lengths, the
time must be longer. That time must be equal to the time for
the half-bounce along the field line from the northern hemi-

c©2006 ICS-8 Canada



300 Int. Conf. Substorms-8, 2006

     

102

103

104

     

104

103

102

     

     

-2000

0

2000
Sunward

Antisunward

VER

HOR

105

 

107

 

109
 

EL
EC

TR
O

N
 F

LU
X

eV
/(

cm
2  s

 s
r e

V)

103

 
105

 
107

 

IO
N

 F
LU

X
eV

/(
cm

2  s
 s

r e
V)

F12

M
/S

EC

6 Apr 2000

(e
V)

El
ec

tr
on

s
Io

ns

73200
20:20
-58.8
20.0

73260
20:21
-56.5
20.0

73320
20:22
-54.3
20.1

73380
20:23
-52.1
20.1

73440
20:24
-50.0
20.2

  UT(SEC)
  HH:MM
  MLAT
  MLT

Fig. 2. DMSP evening sector SSJ/4 particle spectra (electrons in the top panel, ions in the middle panel) and ion drifts (bottom panel),
in the evening sector. Low-energy ions in the SAPS region are clearly seen in the low latitude portion of the ion spectrum.

sphere production site to the southern hemisphere observation
site. Therefore, the lower-latitude bouncing particles must have
lower energy so that their half-bounce time matches the long
drift time. On the other hand, the shorter drift times on the
shorter paths at higher latitudes require that the half-bounce be
made in a shorter time, which can only be done if the energy of
the bouncing particles is higher. Thus, higher energies are seen
at higher latitudes.

Actually, in travelling from the initial northern hemisphere
production site to the southern hemisphere satellite, the ions
can make either one half-bounce, three-half-bounces,five half-
bounces, etc. This is the reason for the observed energy-banding.
Since the field-aligned bounce path lengths have ratios of 1:3:5:7,
the parallel speed ratios must be 1:3:5:7 and therefore the en-
ergy ratios must be 1:9:25:49. Our analysis of the bands in Fig-
ure 2 showed that the ratios are close to the values 1:9:25:49,
so we assume the ionization source for the southern hemi-
sphere observations of Figure 2 was indeed in the northern
hemisphere. If the particles had originated in the same (south-
ern) hemisphere that they were observed, then they would have
had to make one, two, three, etc. complete bounces between
production and observation, in which case their velocities would
have been in the ratios 1:2:3:4. . ., and their energies in the ra-
tios 1:4:9:16.

We now turn our attention to the third low-energy popula-
tion, namely the MAPS ions near dawn. Figure 3 shows EXOS/D
(AKEBONO) ion spectra in the dawn sector at about 4.5 MLT
(taken from Plate 3 of [9]). This time, however, the ions were

detected in four sets of pitch angles in 20◦ intervals, starting
with the 0 − 20◦ range of nearly field-aligned ions. In the up-
per panel, we see characteristics similar to those of the premid-
night DAPS and SAPS ions observations by DMSP in Figure
2, namely the bursty nature, several energy bands, the disper-
sion signature of decreasing energy with decreasing latitude,
and the prominence of the lowest-energy band of particles.
The AKEBONO mass spectrometers (IMS, SMS) showed that
this band is composed primarily of O+ ions. The drift meter
showed that these particles convect eastward, as expected for
ions on streamlines in the morning convection cell. The ban-
ded energy structure is much clearer at the higher pitch angles,
such as 40− 60◦, where the bands are characterized by energy
ratios of 1:9:25:49, or 12:32:52:72. As mentioned above, this
is a direct result of the fact that these particles were produced
in the opposite hemisphere to that of the AKEBONO observa-
tions.

4. Discussion

The satellite results shown in Figures 2 and 3 reveal three
classes of low-energy ions, namely SAPS, DAPS and MAPS
ions, all with similar characteristics - multiple energy bands,
bursty appearance in space and time (particularly those in the
loss cone), and often an energy dispersion signature. We note
that the latter is not always seen, particularly during fairly dis-
turbed conditions when the secondary source region is exten-
ded and the energy banding is “smeared out” as a consequence.
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Fig. 3. AKEBONO Ion spectra in four pitch-angle ranges
(permission granted by Dr. Hirahara) in the postmidnight sector.
Note the banding of the low-energy ions, best seen in the
40◦ − 60◦ pitch angle panel, and the presence of the auroral ions
which show a flat top at an energy of just under 10 keV. These
measurements were made in the auroral zone, which is seen to
extend at these times to latitudes lower than 63.8◦ ILAT.

During any major storm, the primary auroral bombardment
would result in a large production of the secondary ions (prin-
cipally O+) because O+ ions dominate in the upper E- and
lower F-regions of the auroral ionosphere, where the SAPS,
DAPS and MAPS ions are produced.

The MAPS secondary ions could play an important role in
reducing the shielding in the morning sector. Normally, that
shielding would be attributed to the effect of the curvature-
gradient (CG) drift of the high-energy particles, leading to a
separation between the high-energy ions and electrons, with
the electrons drifting toward dawn while the ions drift toward
the evening sector. The eastward CG drift of the high-energy
electrons to the dawnside leads to a negative charge layer which
shields the morning plasmasphere from the dawn-dusk field.
Sometimes this is stated in a different manner, because the
dawnside at low latitudes outside the plasmasphere is also where
the Region 2 upward FACs occur, and the precipitation of dawn-
side high-energy electrons in the associated upward FACs is
said to cause the shielding. Here, we prefer the Gauss’ law ap-

proach in which electric fields start and stop on charge distribu-
tions. It is not difficult to show from a kinetic approach that the
higher energy particles produce a total drift (the sum of three
drifts, namely the gradient, curvature and magnetization drifts)
given by

�vD =
�B ×∇p⊥

qnB2
+

p‖ − p⊥
qnB2

·
�B

B2
× [( �B · ∇) �B]. (1)

This shows that, when the pressure is isotropic, the drift
arises from the first term on the right, namely the pressure
gradient drift, to which the shielding has sometimes been at-
tributed. By undergoing eastward ExB drift along the stream-
lines that pass through the auroral zone, the low-energy MAPS
ions can arrive at the same position as the high energy elec-
trons. The overall net effect would be the cancelation of the
shielding negative charge of the high-energy electrons by the
positive charge of the low-energy ions. This might explain the
loss of shielding discussed by [13].

Confirmation of the low-energy ions in the morning sector is
well-documented by [14], who undertook a statistical study of
DMSP results and also looked at CRRES data. They modeled
the particle trajectories using a Volland-Stern model, making
allowances for time-varying electric fields and azimuthal mag-
netic field gradients. Another possible explanation for their ob-
servations is that adopted here, namely that these ions were
originally secondaries from the auroral zone F-region.

5. Conclusions

(a) Satellite observations in the evening sector (DMSP res-
ults in Fig. 2), and the morning sector (such as the AKEBONO
results in Fig. 3 and an extensive DMSP study by [14], reveal
the presence of three low-energy ion populations during dis-
turbed conditions. We propose that these ions (mainly O+) are
the secondary ions that result from primary auroral electron
bombardment of the auroral zone ionosphere.

(b) The secondary ions populations undergo ExB drift along
the streamlines of the global convection pattern, sketched in
Figure 1. Two of these populations flow on afternoon con-
vection cell streamlines, namely the westward-flowing SAPS
(SubAuroral Plasma Stream) ions in the plasmatrough (which
can flow westward from postmidnight locations), and the DAPS
(Dusk Auroral Positive Stream) ions which are produced mainly
in the evening sector at auroral latitudes and which subsequently
flow almost directly westward on auroral streamlines that are
poleward of those on which the SAPS ions are seen. There
is evidence in Figure 2 of a small observable latitudinal gap
between these two ion populations in the evening sector. The
third population consists of ions which have flowed eastward
from the auroral zone on morning-cell streamlines. They are
MAPS (Morning Auroral Positive Stream) ions seen clearly in
the dawn sector.

(c) The observations of bright visual aurora in the auroral
zone reveal that primary particle energy fluxes of tens of
ergs cm−2 s−1 are common during disturbed periods. Making
conservative estimates of the resulting secondary particle pro-
duction, it is not unreasonable to expect that the low-energy
ion populations, particularly the MAPS ions, could be strong
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enough to add enough positive charge in the region of the neg-
ative shielding charge provided by high-energy electrons on
the dawnside to reduce the shielding effect of the electrons.

(d) The low-energy secondary ions clearly undergo some
initial acceleration that raises their energies to the range 0.1 eV
to energies from a few tens to a few hundred eV. There has been
ample evidence of TAI (transverse acceleration of ions) leading
to ion conics, and of parallel acceleration, causing beams. As a
result of such energization, the DAPS, SAPS and MAPS popu-
lations consist of suprathermal to sub-auroral energy ions that
undergo bounce and convective drift motions in traveling along
the streamlines (equipotential contours) from the source re-
gion in the auroral ionosphere to the observation regions in the
evening or morning sectors. The combination of these motions
leads to the energy banding and dispersive signature of de-
creasing energy with decreasing latitude. The observed satel-
lite locations of these ions are in good agreement with the pre-
dictions of the convection patterns.
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The macroscale evolution of the substorm injection

E. Spanswick, E. Donovan, R. Friedel, and D. Danskin

Abstract: Particle injections occur during most, if not all, substorm expansive phases. Although it has yet to be worked
out, there is clearly a relationship between the various macroscale expansive phase features which include not only the
injection, but also the current disruption, fast flows, formation of the near-Earth neutral line, the dipolarization, auroral
brightenings, Pi2s and PiBs, and more. In recent work, Spanswick et al. [13] have demonstrated that it is possible to
identify a dispersionless injection using ground-based riometers, regardless of the fact that in situ identifications of
these events are based on information from multiple particle flux energies. This work opens up the possibility, for the
first time, of tracking the spatio-temporal evolution of the injection region (alternately the evolution of the injection
boundary), at least as projected along magnetic field lines into the ionosphere. In this paper, we present initial results of
a statistical survey of data from the CANOPUS (now NORSTAR) riometers. Based on these initial results, we argue that
the dispersionless injection begins as a radially localized, azimuthally extended region that is, on average, beyond 8 Re in
radial distance from the Earth. Once begun, the injection region as inferred from the riometer data expands both poleward
(tailward) and equatorward (Earthward), although the equatorward expansion of the process appears to be limited to
roughly 2◦ degrees latitude. Further, we carry out a superposed epoch analysis on a subset of our dispersionless injection
events and fast flows as observed by Geotail when it is in the Central Plasma Sheet (CPS). Our results indicate that when
a field line is engulfed by dispersionless injection (ie., by either moving across the injection boundary or as a consequence
of the field line threading the initial injection region), instruments on a satellite on that field line in the CPS would detect
fast flow starting at that same time. These initial results, though preliminary, point towards the expansive phase onset being
on field lines that thread the inner CPS. Finally, we discuss the implications of this work for the upcoming NASA Time
History of Events and Macroscale Interactions in Substorms MIDEX mission.

1. Introduction

The dramatic changes in the magnetospheric magnetic field,
convection, and particle populations that occur during the sub-
storm expansive phase give us significant clues about the macro-
and micro-scale processes that are at work. These changes start
with expansive phase onset, and include the dipolarization, form-
ation of the substorm current wedge, injection, electron and
proton auroral brightening, current disruption, fast flows, Pi2s
and PiBs, and formation of the near-Earth neutral line. Al-
though it is obvious that there interrelationships between these
phenomena, attempts to elucidate a complete picture of these
dynamics, including an understanding of cause and effect, have
been frustrated by limitations in observation. It is widely held
that sorting out these interrelationships would answer the long-
standing question of what macroscale instability causes (or
is) substorm expansive phase onset. Over the years, this has
driven a multitude of event studies using extensive combina-
tions of satellites and ground-based instrumentation. It is also
the primary scientific objective of the upcoming NASA Time
History of Events and Macroscale Interactions in Substorms
(THEMIS) mission.

The desire to understand the macroscale substorm dynam-
ics has been a motivation not only for event studies, but also
for work aimed at developing observational tools for better
characterizing the ionospheric and magnetospheric substorm
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dynamics. Work that would fall under this category includes
the development of methods to infer the open-closed field line
boundary from auroral redline emissions and the magneticfield
stretching in the inner Central Plasma Sheet (CPS) from in situ
ion precipitation measurements [3, 11]. These two studies in
particular led to techniques for tracking changes in the mag-
netosphere using ground-based instruments. Although inform-
ation so obtained is always compromised in some way, at the
very least because it is a projection of information along mag-
netic field lines into the ionosphere, it is tremendously valuable
because ut provides us with the possibility of tracking the sub-
storm dynamics on a global scale. Recent work has shown that
the injected electron population can be seen in riometers as an
azimuthally drifting signature, and that the proton aurora is en-
hanced by injected protons [6, 4]. In recent work (see below),
[13] have shown that riometers can be used to unambiguously
identify dispersionless injections. This adds the injection to the
growing list of magnetospheric processes that can be investig-
ated using remote sensing of their ionospheric projection. In
this paper, we discuss why riometers are an important tool for
studying the injection, some specific new results, and how ri-
ometers will play an important role in the upcoming THEMIS
mission.

Injections are dramatic increases in the fluxes of high energy
electrons and protons in the CPS that occur during substorm
expansive phase. These enhanced fluxes are a consequence of
some combination of transport and energization. When the en-
hancements occur simultaneously (for practical purposes across
several channels separated by at least tens of keV in less than
two minutes) across a number energy channels, the injection
is said to be dispersionless [2]. A dispersionless injection in-
dicates that the satellite is in the region where the energization
and/or transport is taking place. Significant dispersion indic-
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ates that the satellite is outside of that region (herein the “in-
jection region”). The dispersion results from energy depend-
ent primarily azimuthal drifts. Until recently, the injection has
been exclusively studied by in situ observations, most often
with the Synchronous Orbit Particle Analyzers (SOPA) on the
Los Alamos National Laboratory (LANL) geosynchronous satel-
lites.

Based on statistical studies using the SOPA data, it is now
understood that dispersionless injections occur most often within
a region centred about midnight but with ion injections dis-
placed a half hour in local time to the west and electron in-
jections displaced the same amount to the east [14]. [7] traced
both ions and electrons observed in a dispersed injection with
energies characteristic of relevant energy channels back to the
point at which they would have been dispersionless to estab-
lish the azimuthal extent of the dispersionless injection on the
drift paths that pass through the LANL satellites. Given that
the LANL satellites are at geosynchronous orbit, the particle
drift paths did not allow for exploration of the radial evolu-
tion of the injection region. For example, if the injection re-
gion formed outside of geosynchronous then the Reeves et al.
analysis of the SOPA data provides a picture of the injection
front as it passes through the geosynchronous region. [5] used
Combined Release and Radiation Effects Satellite (CRRES)
Medium Energy B (MEB) electron data to explore the distri-
bution in radial distance of dispersionless injection (CRRES
sampled a much broader range of L-shells than do the geosyn-
chronous satellites). Their results indicated that the injection
region forms at a range of L-shells, and in some events they
managed to demonstrate an outer limit to the initial injection
region. In another study, [10] used data from the LANL SOPA
and CRRES MEB detectors, when the satellites were relatively
close in space, to explore the radial motion and location of the
injection region as it formed. Although their study was lim-
ited to the relatively few events where CRRES was near to a
LANL satellite when both detected a dispersionless injection,
they were able to infer that the injection region typically moves
earthward inside of geosynchronous and forms within a few Re
of geosynchronous orbit. The picture that has evolved from this
and other work is that the injection forms in the pre-midnight
sector, and is often, if not always, initially radially localized.

In a recent study, [13] have demonstrated that it is possible
to use riometer data to identify a dispersionless injection in the
magnetically conjugate CPS. Their work was motivated by an
earlier study by [1] who showed that riometer absorption is
very correlated with the integrated high energy electron flux
measured at a satellite magnetically conjugate to that riometer,
provided the conditions in the magnetosphere support strong
pitch angle scattering of the electrons in that energy range. [13]
reasoned that if one could develop a criterion for identifying
a dispersionless injection from the integrated electron flux as
measured at the satellite, then subject to the pitch angle scat-
tering criterion being met, we should be able to accomplish the
same thing using riometer data. If this is possible, then net-
works of riometers could be used to track the spatio-temporal
evolution of the injection region with even one second time
resolution. Of course, the results would be subject to the nor-
mal constraints on mapping that apply to all ionospheric ob-
servations that serve as a proxy for magnetospheric processes
and boundaries; however, the riometer data can be placed in

an appropriate context by comparing it directly with the other
ionospheric data. For example, we could investigate the rela-
tionship between dipolarization, current disruption, and injec-
tion by using ground-based magnetometer, photometer, and ri-
ometer data.

Spanswick et al. [13] did find that there was a simple cri-
terion the could apply to integrated MEB electron flux that un-
ambiguously identified dispersionless injections as determined
from the energy resolved data. Their criterion was that the elec-
tron flux rose to its peak value in less than 3 minutes, stayed
elevated for at least 15 minutes, and was associated tempor-
ally with a substorm onset as identified by other observations.
While every event identified with this criterion was a disper-
sionless injection, the criterion does not allow us to identify
every such event. That is, this criterion misses some disper-
sionless injections that are clearly evident in the energy re-
solved data. [13] went on to find 15 events where CRRES was
magnetically conjugate to the Canadian Auroral Network for
the OPEN Unified Study (CANOPUS) network of single beam
riometers. In each of these cases, the riometer data satisfied the
criterion that was used to identify the dispersionless injection
in the MEB integrated electron flux. As well, [13] went on to
present the results of an extensive survey of the CANOPUS
Gillam (ostensibly at or near geosynchronous) riometer data,
and demonstrated that events that have this signature identi-
fied in the riometer data have essentially the same MLT dis-
tribution as do dispersionless electron injections identified by
LANL SOPA. Given these results, [13] asserted that they are
able to identify the dispersionless electron injection using the
riometers, thus openning the door for more extensive studies
of the spatio-temporal evolution of the injection region.

In this paper we present some additional results from the
CANOPUS riometer data. In section 2, we explore the radial
location of the initial injection region as projected along mag-
netic field lines in the ionosphere. In section 3, we use GEO-
TAIL INSTRUMENT data to study the relationship between
the dispersionless electron injection and expansive phase fast
flow in the CPS. Finally, in section 4 we summarize our results
and point towards the future, with a particular eye on an up-
coming and significant enhancement of the Canadian riometer
network, and what that means for the upcoming THEMIS satel-
lite mission.

2. The Radial Extent and Location of the
Injection Region as it Forms

As discussed above, [5] showed that the injection at least
sometimes forms on L-shells probed by CRRES with a clear
tailward boundary. This result is consistent with an initial dis-
turbance in the inner plasma sheet; however more work needs
to be done. Even if the injection forms in the inner CPS re-
gion typically associated with current disruption, that does not
mean it was not caused by something that happened further
downtail. As well, the [5] study did not find this radial local-
ization in all events, just a subset of those examined. Clearly,
more work needs to be done to explore the radial extent of the
initial injection region and its relationship to other substorm
macroscale phenomena.

In this section, we use data from the CANOPUS “Churchill-
line” riometers, which is aligned roughly along a geomagnetic
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meridian, and spans latitudes ranging from L=4.3 (Pinawa) up
to well inside the typical polar cap. In particular, we use data
from Pinawa (L=4.3), Island Lake (L=5.5), Gillam (L=6.7),
Fort Churchill (L=8.2), Eskimo Point (L=10.2), and Rankin
Inlet (L=12.4). Gillam would map to very near geosynchron-
ous in the absence of magnetotail stretching, and Rankin Inlet
would typically be inside the polar cap at expansive phase on-
set. These data provide an opportunity to explore the radial
extent and location of the injection region as it forms.

2.1. Radial Extent

We surveyed 2 years of data from the Churchill line and manu-
ally identified all dispersionless injections according to the cri-
teria of [13]. We are unable to find a single event in which
a dispersionless injection was seen simultaneously at two ri-
ometers separated in latitude. There is always an unambiguous
“start” of the injection at one station, flowed by an expansion
on the timescale of 10’s of seconds which can engulf as many
as 4-5 riometers along the Churchill line. The spacing between
the stations combined with a ∼ 60◦ beam width gives a sep-
aration between the instruments of approximately 1-2Re in the
equatorial plane (obviously dependant on the magnetic config-
uration). This requires that the initial injection region form in
a radially thin region such that the absorption would never be
seen in two beams simultaneously. That puts an upper bound
on the width of the injection region (when it forms) of about 1
Earth Radii.

2.2. Radial Location

From the same survey of the Churchill line we are able to
compile statistics of the onset location (in latitude) and radial
propagation characteristics. The majority of injection “onsets”
along the Churchill line occur at Gillam (L=6.7) while the bulk
of the injections are seen at Churchill (L=8.2). This is an arti-
fact of propagation seen on the ground. We tend to see pole-
ward motion of the injection region for most substorm injec-
tions, but equatorward motion is not guaranteed. For example,
the vast majority of injection onsets observed at Gillam will
also propagate poleward to Churchill. Those onsets that occur
at Churchill will not necessarily propagate equatorward to Gil-
lam. This preferential poleward motion for the ground-based
mapping of the injection region skews the occurrence statistics,
placing more injections at Churchill while the onset typically
happens at Gillam. This implies that the radial location for the
formation of the injection region is outside of geosychronous,
probably at distances of 8-10 Earth Radii down tail (again, de-
pending on the magnetic configuration). This also implies that
a fair number of injection will likely not reach geosynchronous
orbit. They occur at higher latitudes and are not able to reach
L=6.6.

3. The Relationship Between Fast Flows and
Dispersionless Injections

Fast flows in the CPS are commonly observed during sub-
storm expansive phase. They are related to the expansive phase
change from stretched to dipolar, however the cause and effect
issues have not been resolved. In other words, these flows can
be either launched from a forming neutral line in the mid-tail or

represent material being drawn in by a collapsing current sheet
in the inner CPS. This problem plagues our field, and will be a
central issue in the upcoming THEMIS mission. Furthermore,
the fast flow is crucial mode of transport between the current
disruption and near Earth neutral line regions, and so sorting
out the relationship between, for example, the fast flow and
the dispersionless electron injection can be expected to be an
important contribution to the overall resolution key substorm
questions.

-60 -30 0.0 30 60
-1000

-500

0

500

1000

G
eo

ta
il 

V
x 

(k
m

/s
)

t - tinjection  (minutes)

Fig. 1. Geotail flow (Vx) for the 14 events used in this study.
tinjection corresponds to onset of a dispersionless injection seen
in the riometer closest to the footpoint of Geotail.

In this section we use data from the CANOPUS riometer
network and the Geotail Low Energy Particle experiment (LEP)
to investigate the relationship between fast flows in the CPS
and the dispersionless electron injection. There are 14 events
in the CANOPUS riometer data set for which: (1) Geotail is in
the near Earth plasma sheet, (2) Geotail maps to the Canadian
sector, (3) there is a dispersionless injection as identified by the
CANOPUS riometers, and (4) Geotail does not enter the lobe
during the growth phase. These events offer the best chance of
simultaneously observing plasma sheet flows and the onset of
the injection.

For all events, there was an associated plasma sheet flow
and the time delay between the flow seen at Geotail and the
injection was smallest for the riometer located the closest to
the approximate footpoint of the Geotail satellite. The injection
could be seen prior to the flow, but this always corresponds
to a riometer not in the meridian of Geotail. In those cases,
as the injection region expanded to the riometer closest to the
footpoint, the flow would be seen at Geotail.

Figure 1 shows the timing between injection onset and earth-
ward flow seen at Geotail. Again, this is for the riometer closest
to the approximate footpoint of the Geotail satellite. The onset
of the flow is within 1-2 minutes of the onset of injection seen
in the riometers. The majority of the flow is earthward (posit-
ive) and occurs after the onset of injection. Within our set of
events there are also 4 events over the Churchill line, where we
have radial coverage with the riometers. For those events the
onset of flow was still observed at the same time of injection
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onset and there was no evidence of activity in the riometers
poleward of the onset station.

4. Discussion

We have used data from the CANOPUS riometer network to
study the radial extent and location of the dispersionless elec-
tron injection. We found that with the resolution of riometers in
the Churchill line (which maps to approximately 1-2Re resolu-
tion in the equatorial plane) we cannot simultaneously observe
an injection in two stations separated in latitude. This puts an
upper bound on the radial extent of the injection region as it
forms. We also found that the injection region forms typically
at latitudes of 67◦ invariant (Gillam), and then expands with a
ground-based projection that is preferentially poleward.

In addition, we have used CANOPUS riometer and Geo-
tail LEP data to study the relationship between the dispersion-
less electron injection and fast flows in the CPS during the ex-
pansive phase. We found 14 events for which Geotail maps
to the Canadian sector, was the CPS, and a substorm associ-
ated dispersionless injection was observed in the CANOPUS
riometers. For all of these events we found that the timing
between earthward flow observed at Geotail and the injection
seen on the ground was smallest (± 1-2 minutes) for the ri-
ometer closest to the footpoint of Geotail. An injection can
occur prior to the onset of high speed flow at Geotail, but as
the injection region expanded to the riometer near the foot-
point, earthward flow was observed. There are also 4 events
for which the location of Geotail maps to the Churchill line.
For those events there is no evidence of activity in the riomet-
ers poleward of the injection onset location prior to onset.

We summarize our results as follows. The dispersionless
electron injection always forms as a radially localized region,
stengthening the earlier results of [10]. The injection region
typically forms on field lines that map to outside of geosyn-
chronous, and that are most likely in the transition region between
dipolar and tail-like fields in the CPS (ie., 8-10 Re). The in-
jection expands both tailward and Earthward. The Earthward
expansion usually but does not always reach stations that are
ostensibly at or near being magnetically conjugate to the geo-
synchronous region. Whenever Geotail was in the CPS during
the expansive phase, and its instruments first detected a fast
flow, the riometer that is closest to being magnetically conjug-
ate to the satellite detected the signature of a dispersionless
injection. Moreover, the riometer and geotail results indicate
that at least in our subset of 14 events, we saw no evidence of
flow preceding observations of dispersionless injection. Given
the radial location of the initial injection region, and the flow
results, we assert that the fast flows are initiated by the same
process that initiates dispersionless injection, and that they be-
gin in the same region.

The upcoming THEMIS satellite mission will involve 5 satel-
lites on equatorial orbits with periods of integer numbers of
sidereal days (3, 1, and 1 satellites with 1, 2, and 4 sidereal day
orbits, respectively). These satellites will be relatively phased
on those orbits so that all 5 come together in apogee conjunc-
tions every 4 days. As well, the conjunction meridian will be
locked over central Canada throughout the mission. Of partic-
ular relevance to this study, and future work that will follow

 

     

 

 

 

 

 

Fig. 2. The map at top shows the locations of the 13 existing
NORSTAR riometers, as well as the riometers that Natural
Resources Canada (NRCan) is planning to deploy in the summer
of 2006. The three dashed contours on the map indicate 61◦,
64◦ and 69◦ invariant magnetic latitude. The bottom plot shows
the locations of the NORSTAR and planned NRCan riometers,
as mapped to the equatorial plane using the T87 magnetic
field model. The solid circle centered on the Earth indicates
geosynchronous orbit.

from it, are the three THEMIS satellites that have one day or-
bits (and hence a mini conjunction every day), and that have
apogees in the transition region between dipolar and tail like
within which we think the injection starts. These satellites will
provide observations of flows, dipolarizations, and injections
in the region conjugate to the Canadian riometer network. This
network will continue to operate during the THEMIS project
as part of the Canadian GeoSpace Monitoring program (see
http://cgsm.ca). In fact CGSM will boast a significantly en-
hanced riometer network during the THEMIS era (see Fig-
ure 2), operated by two separate CGSM program elements.
NORSTAR (see http://cgsm.ca/norstar) will continue opera-
tion of the former CANOPUS riometers, and the Canadian
Geological Survey will be deploying identical riometers at its
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13 CANadian Magnetic Observatory System (CANMOS) sites
and the four SuperDARN sites that are in Canada.

In summary, the work presented here provides important in-
sights into the nature of the dispersionless electron injection,
and the substorm expansive phase. Furthermore, it lays the
foundation for an exciting future in our ability to track the sub-
storm dispersionless electron injection. During the THEMIS
era, our community will have at its fingertips data from three
satellites in the region where the dispersionless injection typic-
ally forms. Furthermore, for all of those events, those satellites
will be magnetically conjugate to a region within which 30 ri-
ometers will be operating. We will thus be able to follow the
spatio-temporal evolution of the dispersionless injection from
its very beginnings, with contemporaneous in situ observations
of the dipolarization, fast flows, and the injection itself.
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Automatic classification of auroral images in
substorm studies

M. T. Syrjäsuo, E. F. Donovan, X. Qin, and Y.-H. Yang

Abstract: Millions of auroral images are captured every year by ground-based imagers. Even though the auroral
appearance or “type” yields relevant information about the physical processes in the ionosphere and the magnetosphere,
qualitative descriptions of auroras are typically used. Modern methods including those widely used in computer vision
research can, however, make it possible to use objective and quantitative measures in analysing auroral appearance. We are
currently developing techniques for automated auroral image analysis. In order to numerically compare auroral objects,
we can either describe individual auroral shapes — such as arcs — or use statistical appearance models (texture). We
demonstrate how one can use Fourier Descriptors to compare shapes extracted from auroral images. Also, using a recently
developed texture analysis technique, we show how texture measurements can be used in classifying auroral type in a
timeseries.

Key words: Aurora, pattern recognition, computer vision.

1. Introduction

Imaging the aurora by using ground-based optical instru-
ments has long traditions in substorm research. The spectral,
temporal and spatial resolution have been increasing, and now
we are facing a problem of data: large imaging networks such
as MIRACLE [10] and NORSTAR [3] produce millions of all-
sky images annually. The situation will become worse with the
launch of Time History of Events and Macroscale Interactions
during Substorms (THEMIS) programme, which will produce
over 100 million images every year.

The traditional data analysis in substorm studies uses actual
measurements of physical properties (e.g. solar wind speed,
electron density). Also, derived quantities are commonly used
in order to understand the plasma processes in the magneto-
sphere and the ionosphere. Regardless of this quantitative in-
formation, the auroral image data are studied by using qualitat-
ive descriptors such as “bright auroral arcs” or “patchy aurora”.
Undoubtedly the “type” of the aurora yields relevant inform-
ation about the physics. More importantly, a self-consistent
global model should be able to predict this auroral type: other-
wise our understanding, upon which the model is based, is not
accurate.

Computer vision is a branch of computer science in which
techniques for automated image analysis and processing are
studied and developed. Automating the analysis makes it pos-
sible to browse through vast image sets, extract information
and learn and recognise patterns. In [11], we used automated
processing to obtain diurnal auroral occurrence statistics. While
the actual results were not new, the analysis was: the statistics
were based on 350,000 auroral images, from which an auto-
mated routine extracted information about whether an image
contained aurora and if so what was its type. The type of au-
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rora was learned from 258 manually labelled example images,
after which the computer could provide a classification to all
remaining images.

While we chose to use a three distinct auroral types (arcs,
patchy aurora and Omega-bands) in [11], there is, of course,
more variation in auroral types. In fact, the automatic classifier
could only provide a clear category for 12% of the images that
contained auroras. Also, the detection of Omega-bands was
quite inaccurate, possibly because contrary to arcs and patchy
auroras, we had a small number of examples for training the
classifier.

There clearly is a need for more accurate mathematical treat-
ment of auroral image contents. We can use example images
for training a classifier to recognise certain types of auroras,
but obviously learning the type categories from actual data
would provide more objective type definitions. In the rest of
this paper, we concentrate on describing the shape of an au-
roral object by using mathematical methods and demonstrate
the use of texture measures for classication of auroral images.

2. Shape analysis

Extracting shapes is one of the most intensively studied prob-
lems in computer vision. Of course, there is no algorithm that
works well for all applications. For our purposes, we have used
a modified version of the isolabel-contour map algorithm from
medical imaging [9]. The algorithm consists of four steps: 1)
extract contours; 2) detect strongest edges; 3) score individual
contours based on their overlap on edges; 4) choose non-over-
lapping contours with the highest scores. An example of de-
tected auroral shapes can be seen in Fig. 1 and selection of
extracted shapes is shown in Fig. 2. Details and practical ap-
plications of this algorithm can be found in [12, 13].

Once an auroral object is outlined, we can form a mathem-
atical expression for the shape. Let xi and yi be the pixel co-
ordinates i = 1, . . . , N on the outline. Now, we can define a
centroid shape signature

ri =
√

(xi − xc)2 + (yi − yc)2, (1)
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Fig. 1. Two salient auroral objects detected and outlined by the
shape extraction algorithm.

where (xc,yc) is the centroid of the shape. The Fourier coeffi-
cients of the signature are then

a(k) =
N−1∑
i=0

rie
−j2π(k−1)(i−1)/N , k = 0 . . .N − 1, (2)

where j is the imaginary unit. The use of centroid provides a
translation invariant representation. We can represent the shape
by first defining the Fourier Descriptors (FD) of the shape

FD(k) =
∣∣∣∣a(k)
a(0)

∣∣∣∣ , k = 0 . . .N − 1, (3)

and then using a subset of these FDs to provide a more compact
approximation of the shape:

f = [FD(2) FD(3) . . . FD(M + 1)] , (4)

where M = 16 has experimentally been found to provide a
good approximation of the shape for comparison purposes.

Given two auroral shapes and their FD-representation, we
can measure their similarity by using the Euclidian distance:

dFD(f1, f2) = ||f1 − f2||2, (5)

where f1 and f2 correspond to the two different shapes being
compared and ||·||2 denotes an L2-norm. We further assert that
small distances correspond to more similar shapes. Similarity,
of course, is a complex human concept, but for practical pur-
poses, this definition works surprisingly well. A selection of
shapes was organised by their mathematical representation in
Fig. 3 illustrating how well this approach captures the apparent
similarity.

We have implemented a content-based image retrieval sys-
tem based on the Fourier Descriptors. The system lets the user
choose an initial search shape, after which images which con-
tain similar shapes are returned. The system currently contains
20,000 extracted shapes and can be experimented with at
http://aurora.phys.ucalgary.ca/cbir/.

Fig. 2. A selection of extracted auroral shapes [13]. While the
arcs are most obvious shapes, there are many other irregular
shapes in different orientations and sizes.

Fig. 3. Extracted shapes sorted by using their numerical
representation.
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Fig. 4. Top row to bottom row: auroral arcs, patchy auroras and
north-south structures. These all-sky images show north at the top
and east on the right; the circular field-of-view captures the whole
sky.

3. Aurora content as a texture

3.1. Gray level aura matrices
Texture can be defined as a characteristic property of any

object or image. In the case of aurora, the patterns that appear
in images share perceived similarities even if the individual
shapes are not the same. Some of the commonly used termino-
logy relies on texture: for example, patchy aurora usually refers
to irregular auroral “blobs” whose characteristic sizes and blob
distributions create a patchy appearance.

Fig. 4 shows three auroral categories — arcs, patchy aurora
and north-south aligned auroral features. While the elements
of arcs and north-south structures are similar, their orientation
is different. Also their pattern is significantly different from
patchy auroras.

There are mathematical methods which can be used to ex-
tract information about the texture. As with shapes, a texture
distance measure can be utilised to classify auroras based on
their general appearance in the images. One of these methods
is based on gray level aurora matrices (GLAM).

As a generalisation of gray level co-occurrence matrix [2,
15], gray level aura matrix [4] has been used as a powerful tool
for texture analysis, synthesis, segmentation and classification
[5, 6, 7]. Among all the GLAMs, basic GLAMs (BGLAMs) are
particularly important. In fact, BGLAMs are a basis of GLAMs
and two images are the same if and only if their corresponding
BGLAMs are the same — for the proof, see [8]. In other words,
an image can be uniquely represented by and then faithfully
reconstructed from its BGLAMs.

Based on the above BGLAM theory, we can use a BGLAM-
based distance function for quantitatively measuring the simil-
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Fig. 5. An overview of the BGLAM-based algorithm for texture
classification.

arity between texture images. The new distance function satis-
fies the important properties of non-negativity, symmetry, and
triangle inequality, and thus is metric. Furthermore, one unique
property of the BGLAM-based distance function is that it is
one-to-one. Namely, a zero value of the distance measure will
guarantee that the two images are identical. Since the distance
function is continuous, the one-to-one property implies that if
the distance of image Y from image X gradually changes (i.e.
converges) to zero, image Y will gradually get close (i.e. con-
verge) to X. For texture images, this one-to-one property guar-
antees that the smaller the distance value, the more similar the
two texture images are. A distance measure without the one-
to-one property cannot guarantee this.

3.2. Auroral textures
Texture classification can be done using a BGLAM-based

approach (Fig. 5). Given an unseen texture image, the approach
classifies it into one of the pre-learned classes. There are two
states in the algorithm: a learning stage and a classification
stage. In the first stage, models of texture classes are learned
from the BGLAMs of training examples using the Support
Vector Machine [14], and in the second stage, a given texture
image is classified into one of the pre-learned classes, to which
the image has the largest signed distance.

We used a small number of sample all-sky images images
with varying contents: 401 arcs, 355 patchy auroras, 52 north-
south structures, 76 Omega-bands and 113 cloudy skies. These
images were used in training a classifier to recognise the image
contents. The accuracy of the classifier in the training set was
very good (over 90% correct classification).

The classifier was then used in determining the class for all
auroral images acquired during one night. In order to compare
the classifications of these previously unseen images, we also
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Fig. 6. One night of images as classified by the automatic
method. For comparison, two manual classifications performed
by two auroral image experts are provided. The auroral images
were classified into “Cloudy”, “North-south structures”, “Omega-
bands”, “Patchy auroras” and “Arcs”. The automatic classifier had
no option to choose the “Unknown” auroral class.

provided manual classification for each image. The manual
classification was performed by two auroral experts (Syrjäsuo
and Donovan) who examined each of the images in random
order to guarantee an independent auroral type for each im-
age. Because the complexity of the image contents, the experts
utilised a special category (“unknown”) for images whose con-
tents could not be classified unambiguously.

We performed two automatic classifications runs. In the first
run, the classifier was forced to choose one auroral category,
whereas the second run included an “unknown” category also
in the automated classification.

The first run results are shown in Fig. 6. The overall agree-
ments with the two experts were 42% (“Manual 1”) and 34%
(“Manual 2”). Not surprisingly, when including the unknown
class in the automated classification, the results (Fig. 7) are no-
ticeably better with 53% and 50% agreement.

While there are differences between the classifier’s and ex-
perts’ classes, there are two important observations: (1) the ex-
perts agreed on the class in about 70% of the images and (2)
the experts chose the unknown class in almost 50% of all im-
ages. With those images that the experts did not classify as
unknown, the automatic method is much more accurate with
72% and 81% correct classification.

4. Discussion

In this paper, we have presented some recent results from
our efforts to develop automatic classification algorithms for
auroral images. The essence of our approach is a common fea-
ture of all computer vision techniques: we use a training set
and algorithms that map unclassified images into a hyperspace.
The automatic algorithms classify images as similar if they are
close together. The effectiveness of the algorithm is assessed
by whether or not images that are close together in that space

0 200 400 600 800
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NS−struct

Cloudy

Unknown

Time (sequence number)

Timeseries classification
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Manual 1
Manual 2

Fig. 7. The same time-series of auroral images as in Fig. 6. This
time, however, the automatic classifier could use the “Unknown”
auroral class.

are actually similar in a meaningful way. This is not as subject-
ive as it sounds: the idea is that a truly successful auroral image
classification technique would group images of aurora caused
by some common underlying physical process close together
in the appropriate space. So, ideally, inverted-V arcs would be
near other inverted-V arcs, polar cap patches near other polar
cap patches, etc.

In particular, we have very strong motivations for carrying
out this work. On the practical side, we are creating hundreds
of millions of auroral images and are in the very beginnings of
developing an auroral virtual observatory. We want to be able
to attach content descriptors to every image in our data set,
likely including that information in the overarching data base
and meta data structures. This would greatly facilitate studies
of auroral physics with these large cumbersome data sets. That
being said, however, we have a much more important motiv-
ation, namely to use these classification algorithms to help us
better understand the physics of the aurora and geospace dy-
namics.

For example, in this paper we have presented what is to our
knowledge the first creation of time series of such classific-
ations. This was done using texture analysis, applied to one
night of data. If one examines Figs. 6 and 7, we see that there
is an evolution through the night as the aurora evolves from
patchy, to arcs, then NS-structures and Omega-bands, and then
to patchy again. Qualitatively this evolution is well known in
the literature as a common diurnal variation, as evidenced as
far back as in Akasofu’s early work (see eg., Fig. 1 of [11]
which is a modified version of an earlier figure from [1]). What
is new here is capturing this variation over the course of a typ-
ical night quantitatively. Further, we can see hints that the auto-
matic algorithm is responding to transition between types in
some meaningful way. In particular, the experts classified only
a few images as Omega bands around image number 500. The
automatic method classified images leading to that time also
as Omega bands. Our idea is that the classifier is seeing some
Omega-like features in the preceding images and responding
to those.
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The hope is that we will be able to create time series of
quantitative and — more importantly — physically meaning-
ful classifications of auroral images. In reality, the transition
from arc, to NS-structures and Omega-bands, and ultimately
patchy aurora is a repeatable consequence of the typical sub-
storm looked at through one all-sky imager. This transition,
then, reflects physics that we as a community are struggling to
understand. These time series of auroral classification should
prove to be an excellent tool when used in an assimilative way
with global geospace models. For example, the above men-
tioned evolution reflects both the magnetospheric evolution in
the substorm and the changing magnetosphere-ionospherecoup-
ling. These changes in the system, if properly understood, should
allow us to predict the changes in the aurora. These quantitative
time series of image classification will be an essential ingredi-
ent in testing the output of global models.

References

1. Akasofu, S.-I., The auroral oval, the auroral substorm, and their
relations with the internal structure of the magnetosphere, —em
Planet. Space Sci., 14, 587?-595, 1966.

2. Davis, L. S., Johns, S. A. and Aggarwal, J.K., Texture analysis
using generalized cooccurrence matrices, IEEE Transactions on
Pattern Analysis and Machine Intelligence, 1(3), 251–259, 1979.

3. Donovan, E. F., Trondsen, T. S., Cogger, L. L. and Jackel, B. J.,
Auroral imaging in Canadian CANOPUS and NORSTAR pro-
grams, Proc. of Atmospheric Studies by Optical Methods, 109–
112, 2003.

4. Elfadel, I. M. and Picard, R. W., Gibbs random fields, cooc-
currences, and texture modeling, IEEE Transactions on Pattern
Analysis and Machine Intelligence, 16(1), 24–37, 1994.

5. , Elfadel, I. M. and Picard, R. W., Miscibility matrices explain the
behavior of grayscale textures generated by Gibbs random fields,
SPIE Conference on Intelligent Robots and Computer Vision IX,
524–535, 1990

6. Picard, R. W. and Elfadel, I. M., Structure of aura and co-
occurrence matrices for the Gibbs texture model, Journal of
Mathematical Imaging & Vision, 2, 5–25, 1992.

7. Qin, X. and Yang, Y.-H., Similarity measure and learning with
gray level aura matrices (GLAM) for texture image retrieval,
Proc. IEEE Conf. Computer Vision and Pattern Recognition,
CVPR-04, 326-333, 2004.

8. Qin, X. and Yang, Y.-H., Basic gray level aura matrices: theory
and its application to texture synthesis, IEEE Int. Conf. Com-
puter Vision, 128–135, 2005.

9. Shiffman, S., Rubin, G. D. and Napel, S., Medical image seg-
mentation using analysis of isolabel-contour maps, IEEE Trans-
actions on Medical Imaging, 19(11), 1064–1074, 2000.
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Impossibility of calculating magnetic field change
from current disruption

V. M. Vasyliūnas

Abstract: The picture of the substorm current wedge, formed by visualizing the cross-tail current as reduced or disrupted
and thus diverted through the ionosphere, provides a compact summary of the magnetic field changes observed during
substorms. There has long been a tendency, however, to view current disruption as an actual explanation, not just a
convenient representation, of the magnetic field changes — to search for some model by which first to predict the current
disruption and then, as a consequence, to calculate the magnetic field dipolarization from the Biot-Savart integral over the
reduced current. Formally, the time derivative of the magnetic field can be expressed as the Biot-Savart integral over the
time derivative of the current density, which in turn can be calculated in principle by summing all the forces (weighted
by charge/mass) on all the charged particles. In the resulting expression, the integrand includes an electric field term
which can be transformed (by means of an integration by parts) into curl E. Thus, the time derivative of B cannot be
calculated directly from the Biot-Savart integral because one term in the integrand contains the time derivative itself, and
the contribution of that term is very large when the electron inertial length is small in comparison to the spatial scale
of the system; instead, the time derivative of B must be calculated by solving what is now an integral equation. In the
limit of small electron inertial length, the solution reduces to the curl of all the terms other than E; this is identical to
the method described by Vasyliūnas [9, 10] for obtaining the time evolution of B — determined directly by plasma
dynamics through the generalized Ohm’s law and not by the changing current (which cannot be calculated except as the
time derivative of curl B).

Key words: current disruption, dipolarization, magnetic field change, substorm expansion.

1. Introduction

The notion that magnetic fields and their changes are to be
understood by reference to electric currents is deeply ingrained
in the thinking of many researchers on the magnetosphere. In
particular, the striking phenomenon known as dipolarization of
the magnetic field in the nightside magnetosphere, observed in
association with the substorm expansion, is widely interpreted
as the formation and evolution of an (inferred) substorm cur-
rent wedge (e.g. [5]): the cross-tail current is reduced over a
limited local time sector by having part of the current flow
down along magnetic field lines to the ionosphere, westward
across the ionosphere, and back up along the field lines. The
process is often referred to as an example of “current disrup-
tion,” and much of the modeling under that label would seem
to be aimed at predicting the formation and subsequent evolu-
tion of the current wedge, from which the dipolarization of the
magnetic field could then be deduced.

A basic presumption of such an approach is that Ampère’s
law

J =
c

4π
∇× B (1)

(I use Gaussian units throughout) determines the magnetic
field B given the current density J, with the further implicit
understanding that this holds for time variations as well: to
determine the time evolution of B, one seeks first to specify
the time evolution of J. The contrary view, that Ampère’s law
determines J given ∇ × B, has long been a familiar concept
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within magnetohydrodynamics [1, 2, 6, 8], where the time
evolution of B is taken as determined by Faraday’s law

∂B
∂t

= −c∇× E (2)

with E given, in the simplest case, by the MHD (frozen-flux)
approximation in terms of the plasma bulk flow. The undeni-
able importance of non-MHD effects in some aspects of the
substorm process, however, has been invoked as an argument
for ignoring any MHD constraints.

In two recent papers [9, 10], I have examined the time evolu-
tion and interrelationships of E, J, and B on the basis of the ex-
act fundamental equations and have shown that, provided E is
calculated from the full generalized Ohm’s law rather than just
the MHD approximation, the time evolution of B is determined
by Faraday’s law (2), not by the time derivative of Ampère’s
law (1) (which serves instead to determine the time evolution
of J from that of B), and that this (nominally large-scale) ap-
proach remains valid on space and time scales down to those
of electron plasma oscillations, thus extending well beyond the
range of MHD (generally considered no longer applicable once
scales as small as ion gyroperiod or ion inertial length are ap-
proached); it is limited ultimately by the breakdown of charge
quasineutrality, not of the frozen-flux approximation. Concern-
ing current disruption, I summarized the conclusion of [9] as
follows: “The results in the present paper imply that any such
theoretical model of dipolarization, in terms of the current as
the primary quantity, is not possible: on time scales appropri-
ate to substorm expansion, there is no equation from which
the time evolution of the current could be calculated, prior to
and independently of ∇× B. ...These limitations apply to any
attempts at accounting for changing magnetic fields by invok-
ing changing currents — current disruption, diversion, wedge
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formation, etc. Over the wide range of time scales from elec-
tron plasma period to Alfvén wave travel time, there simply
is no way to calculate the changing currents except by tak-
ing the curl of the changing magnetic fields; statements about
changes of current are not explanations but merely descriptions
of changes in the magnetic field.”

2. Evolution of electric current

Note that the above conclusion is a very specific one: within
the stated range of length and time scales, there is no usable
equation from which one could calculate the time evolution of
the current independently, i.e., other than from (∂/∂t)∇×B. It
is thus absolutely pointless, for anyone who wants to question
the conclusion, to talk about approaches or paradigms and to
invoke general arguments such as those in the controversy [6,
7, 8, 3, 4] on whether the magnetic field and the plasma flow or
the electric current and the electric field are to be treated as the
primary variables; rather, the only effective counterargument
is to write down what one claims to be the usable independent
equation for ∂J/∂t.

An independent equation for ∂J/∂t always exists, of course,
in principle: with the current density obtained by summing the
motions of all the charged particles, its time rate of change
can be determined by summing the accelerations of all the
charged particles. In terms of velocity distribution functions,
J is defined by

J =
∑

a

qa

∫
d3v vfa (v) (3)

where fa(v) is the velocity distribution function of charged
particles of species a. The equation for time evolution of J
can then be calculated from the appropriate sum of velocity-
moment equations (see, e.g., [9] and references therein)

∂J
∂t

=
∑

a

{
q2
ana

ma

(
E +

Va

c
× B

)

− qa

ma
(∇ · κa) + qanag

}
+

(
δJ
δt

)
coll

(4)

where qa, ma, na, Va, and κa are the charge, mass, concen-
tration, bulk velocity, and kinetic tensor, respectively, of spe-
cies a, g is the gravitational acceleration (included here for
exactness but, as far as phenomena in the terrestrial magneto-
sphere are concerned, mostly not important in practice), and
(δJ/δt)coll represents the sum of all collision effects. Except
for being non-relativistic, equation (4) is exact, with no ap-
proximations.

The essential point demonstrated in [9] is that while equa-
tion (4) always holds in principle, its left-hand side becomes
negligibly small in comparison to the individual terms on the
right-hand side, except when variations on space and time
scales at and below those of electron plasma oscillations are in-
volved; on all larger scales the equation is thus in practice not
usable for determining ∂J/∂t. When small-scale variations are
important, they can be averaged over, and equation (4) can be

transformed into the corresponding equation for the time evol-
ution of the averaged J (expressed in terms of average quantit-
ies and fluctuation correlations):

∂〈J〉
∂t

=
∑

a

{
q2
a〈na〉
ma

(
〈E〉 +

〈Va〉
c

× 〈B〉
)

+
q2
a

ma

(
〈δnaδE〉 + 〈δ (naVa)

c
× δB〉

)
(5)

− qa

ma
∇ · 〈κa〉 + qa〈na〉g

}
+ 〈

(
δJ
δt

)
coll

〉 .

Equation (5) is still exact (except for being non-relativistic)
and in particular does not presuppose any small-amplitude or
quasilinear approximation (as long as the average moments are
properly defined as moments of the averaged distribution func-
tion [9]).

It is convenient to rewrite (5) in a simplified notation as

∂〈J〉
∂t

=
ωp

2

4π
(〈E〉 − 〈E∗〉) (6)

where the effective electron plasma frequency ωp is defined by

ωp
2 ≡ 4π

∑
a

q2
a〈na〉
ma

≈ 4πnee
2

me
(7)

and −〈E∗〉 represents the sum of all the terms on the right-
hand side other than 〈E〉; this is purely a matter of notation
and does not presuppose any restrictions.

3. Evolution of magnetic field

The following argument can be (and has been) made: regard-
less of any conclusions in [9] about orders of magnitude and
small-scale fluctuations, equations (4) and (5) do represent,
formally at least, the time evolution of the current density, so
why can they not be used to calculate the time evolution of the
magnetic field? Equation (4) includes all space and time scales
(including those that may be considered too small to be of in-
terest) and describes, strictly speaking, every individual plasma
oscillation, but if that is perceived as a problem, then the aver-
aged equation (5) can always be used instead. I consider now
the consequences of applying this seemingly straightforward
procedure.

3.1. Application of Biot-Savart law
Solved for B in terms of J, Ampère’s law (1) yields the

Biot-Savart integral

B(r, t) =
1
c

∫
d3r′ J(r′, t) × r− r′

|r − r′|3 (8)

which, by a simple integration by parts, can be rewritten in the
form

B(r, t) =
1
c

∫
d3r′

∇′ × J(r′, t)
|r − r′| (9)

(∇′ = gradient with respect to the coordinate vector r ′). Dif-
ferentiating with respect to time gives

∂B(r, t)
∂t

=
1
c

∫
d3r′

∂J(r′, t)
∂t

× r − r′

|r − r′|3 (10)
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or equivalently

∂B(r, t)
∂t

=
1
c

∫
d3r′

∇′ × ∂J(r′, t)/∂t

|r − r′| (11)

and the idea is to calculate ∂B/∂t by using (5) for ∂J/∂t
within the integrals. (It is taken for granted that the time vari-
ations of interest here occur on scales long compared to light
travel times; hence the neglect of the displacement current term
in Ampère’s law and consequently of time retardation in the in-
tegrals.)

Substituting ∂J/∂t from (5) and invoking Faraday’s law (2)
to evaluate ∇× E transforms the Biot-Savart integral (11) for
∂B/∂t into

∂B(r, t)
∂t

= −
∫

d3r′
∂B(r′, t)/∂t + ∇′ × cE∗(r′, t) − ∆

4πλe
2|r − r′|

∆ ≡ (∇′ne/ne) × c(E − E∗) (12)

where

λe ≡ c/ωp = 5 km (1 cm−3/ne)1/2 (13)

is the electron inertial length (also known as the collisionless
skin depth). The difficulty is now apparent: ∂B/∂t cannot be
calculated simply by evaluating the integral in (12) because the
integrand contains ∂B/∂t itself as one of the terms. Nor can
this term be considered as a small correction: the order of mag-
nitude of the integral over ∂B/∂t on the right-hand side, com-
pared to the term ∂B/∂t on the left-hand side, is O(L/λe)2,
where L is the spatial scale of the system. Equation (12) must
in fact be viewed as an integral equation for ∂B/∂t, not just a
plain integral.

3.2. Large-scale limit
The integral equation (12) can be solved explicitly for

∂B/∂t if λe varies only on a spatial scale large compared to
itself (λe � L); to lowest order in λe/L,

∂B(r, t)
∂t

= −
∫

d3r′ exp
{−|r− r′|

λe

} ∇′ × cE∗(r′, t)
4πλe

2|r − r′|
(14)

(the term ∆ in (12) has been neglected, as it can be shown to
be of order (λe/L)2 in comparison to the others). The solution
(14) is most readily derived by transforming the integral equa-
tion (12) back into a differential form by making use of the fact
that the Green’s function ψ = 1/|r− r′| is a solution of

∇2ψ = −4π δ (r − r′) (15)

and then placing all the ∂B/∂t terms in the consequent dif-
ferential equation on its left-hand side, with the result that the
Green’s function is now a solution of

∇2ψ − ψ

λe
2 = −4π δ (r − r′) (16)

instead of (15); if λe can be treated (locally at least) as a con-
stant, the solution of (16) is the well-known Debye or Yukawa
potential. Alternatively, the differential form of the equation

for ∂B/∂t can be obtained directly from the curl of the time
derivative of Ampère’s law (1), with the use of (5) and (2).

Equation (14) expresses ∂B/∂t as a straightforward integral
(one that no longer contains ∂B/∂t itself in the integrand). It
differs from (12) also in the form of the kernel (Green’s func-
tion): the Coulomb potential in (12) has been replaced in (14)
by a potential of the Debye form (but note that the shielding
distance here is the electron inertial length λe, not the Debye
length).

Changing the variable of integration from r ′ to s with
r′ ≡ r + λes and writing the integral over s in spherical co-
ordinates finally gives

∂B(r, t)
∂t

= −
∫

dΩ
4π

∫ ∞

0

s ds e−s∇× cE∗(r + λes, t). (17)

In the limit λe � L this reduces to

∂B(r, t)
∂t

≈ −∇× cE∗(r, t) (18)

which is equivalent to

∂B
∂t

= −c∇× E with 0 = E− E∗ (19)

But this is precisely the method of calculating the time evolu-
tion of B arrived at in [9, 10]: on length scales � λe and time
scales � 1/ωp, the electric field is determined by plasma dy-
namics via the generalized Ohm’s law (neglecting the ∂J/∂t
term), and the evolution of the magnetic field is then determ-
ined, via Faraday’s law, directly by the curl of the electric field.
There is no longer any direct reference to the electric current
density, which is determined — and this is now the only role
of Ampère’s law — by the curl of the magnetic field.

4. Conclusion

The presence of a large concentration of free charged
particles (particularly electrons) in a plasma means that an
electric field can, by accelerating positive and negative charges
in opposite directions, very quickly and efficiently change the
electric current density — unless other forces (e.g. magnetic
forces or pressure gradients) counteract this differential accel-
eration. What constitutes a “large” concentration in this context
is defined precisely by the value of ne implied by the condition
λe � L: when this condition is satisfied, a very large current
density can result from even a small differential acceleration
of positive and negative particles, with the result that the elec-
tric field must be determined largely by the requirement that
the differential acceleration remain sufficiently close to zero.
This is the basic reason why the time evolution of the current
cannot be specified independently of and logically prior to the
time evolution of the magnetic field: if the change of current is
assumed to be specified somehow, then Ampère’s law implies
a change of the magnetic field, which by Faraday’s law must
be accompanied by a (non-curl-free) electric field, which im-
plies in turn a change of current, much larger than (and hence
inconsistent with) that assumed initially.

Here I have demonstrated this inconsistency by an explicit
calculation: in order to obtain the time derivative of the mag-
netic field, insert the changing current density, deduced from
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the forces acting on all the charged particles, into the time
derivative of the Biot-Savart integral. Depending on how one
handles the mathematics, there are two possible results. Either,
if the integral is simply evaluated as given, one finds that the
time evolution of the magnetic field cannot be calculated at
all unless it is known already (and known indeed to a much
higher precision, � O(λe/L)2, than that of the result to be
calculated). Or else, if the appropriate mathematical manipula-
tions are carried out, one can obtain the time evolution of the
magnetic field, but (one finds) it is actually being calculated
from the changes in the balance (described by the generalized
Ohm’s law) between the electric field and the plasma flows and
stresses: even though the Biot-Savart integral was taken as the
starting point, the final formula arrived at for the time deriv-
ative of the magnetic field gives it directly as minus the curl
of the electric field derived from the generalized Ohm’s law,
not as the integrated magnetic effect of any specified varying
currents.
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Features of magnetosphere-ionosphere coupling
during breakups and substorm onsets inferred from
multi-instrument alignment

I. Voronkov, A. Runov, A. Koustov, K. Kabin, M. Meurant, E. Donovan, C. Bryant, and
E. Spanswick

Abstract: We consider a sequence of activations which include pseudo-breakups, small local substorms, and a full
substorm using a fortunate multi-instrument coverage between 0300 and 0700 UT on September 15, 2001. For this
period of time, there was a radial alignment of GOES, and Cluster (∼19 RE) in the near-midnight magnetotail mapped
to the Canadian sector covered by the IMAGE field of view along with fully functional hi-resolution photometers, and
magnetometers. This allows reasonable featuring of auroral breakup and substorm onset components as they are observed
both in the magnetosphere and ionosphere. In this paper, we concentrate on general description and relative timing of
the auroral breakup signatures, dipolarization and onset of Pi pulsations at geostationary orbit, and large (up to 1000
km/s) tailward flows and strong bipolar variations in the central plasma sheet. This paper is meant to complement the
accompanying paper [10].

Key words: Breakup, Onset, Substorm.

1. Introduction

In a substorm onset problem, one of the central issues is
the inter-scale interactions of various regions. These include
processes in the near-Earth plasma sheet (NEPS) and the au-
roral intensification and current formation in the ionosphere,
processes in the near-Earth breakup region and in the mid-tail
reconnection region, and coupling of the central plasma sheet
(CPS) and ionosphere at onset.

In studying the essential relations between the substorm on-
set components, significant successes have been recently achiev-
ed in both micro-scale analysis of plasma sheet processes and
global picturing of the magnetosphere-ionosphere coupling us-
ing multi-instrument alignments. Some observations indicate
that onset is an interactive process involving the near-Earth
breakup and mid-tail reconnection. It has been suggested that
the near-Earth breakup is associated with some sort of the in-
terchange instability, most probably a drift ballooning mode,
leading to a current disruption at roughly 6-10 R E , whereas
reconnection is presumably a result of the Hall effect in the
very thin, and sometimes bifurcated, current sheet at larger ra-
dial distances. The most disputed mechanisms of interaction
between these two processes, or triggering one another, are rar-
efaction or compressional waves propagating from the NEPS
to the CPS and earthward bursty flows from the reconnection
region to the NEPS. For reference purposes, we overview sev-
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eral recent observation-based studies which also provide more
complete list of literature on the subject.

A drift ballooning instability in the NEPS was observed by
Wind [3] and CRRES [5] and the spatial and temporal char-
acteristics of unstable modes are in agreement with nonlinear
auroral vortex formation at breakups [13]. In the more distant
plasma sheet, thin and bifurcated current sheet was detected by
Cluster [2], [9]. The Hall current structure at the reconnection
region was observed by Geotail [6] and Cluster [1] providing
support for the Hall reconnection model being a likely mech-
anism for the mid-tail reconnection.

Perhaps the most challenging problem is to detect a mechan-
ism which provides an interaction between these regions. Pre-
sumably, this interaction can proceed in both ways, earthward
and tailward, and even as a simultaneous collapse of the en-
tire plasma sheet (PS). Roux et al. [8] identified azimuthally
propagating waves seen by Cluster in a mid-tail region as a
result of a ballooning or another local instability which is able
to reduce or interrupt a cross tail current. They suggested that
in series, these local processes can result in a global CPS cur-
rent reduction and dipolarization. In contrast, using a radial
alinement of Cluster and ISTP, Sergeev et al. [11] interpreted
onset as earthward-contracting reconnected tube produced by
impulsive reconnection in the mid-tail PS. On the other hand,
some substorms are initiated by bursty bulk flows, presum-
ably launched from the reconnection regions and propagating
earthward (see, e.g., [7] and references therein). The near-Earth
breakup triggering by bursty flows is the subject of discus-
sions but some recent observations and modeling suggest that
compressional waves may provide an energy transport channel
from the flow braking region to the NEPS (e.g., [4], [12], [14]).

In this study, we attempt to use a fortunate alignment of
Cluster, GOES, IMAGE, and Canadian ground based instru-
ments to investigate sequences of substorm onset signatures
in the system of NEPS, mid-tail PS, and auroral ionosphere.
The detailed local Cluster observations and their analysis for
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this event are described in the accompanying paper [10]. Here,
we concentrate on the temporal and spatial description of on-
sets in a more global context of the ionosphere-magnetosphere
system.

2. Observations on September 15, 2001

During the time interval from 0100 through 0630 UT on
September 15, 2001, Cluster was, for the most part, in the
night-side central plasma sheet. During the interval of 0330-
0630 UT, several auroral activations (from small PSBs to a full
substorm) were registered over the Canadian sector bracketed
by two geostationary satellites, GOES 8 and GOES 10. The
Cluster barycenter position was (-18.9, 3.7, -1.9) RE at 0400
UT and (-18.5, 3.3, -3.4) RE at 0600 UT. The IMAGE satellite
observed auroral emissions for the entire interval over the Ca-
nadian sector. This provides a unique opportunity to use this
conjunction of Cluster, IMAGE, GOES, CANOPUS, and NR-
Can facilities for studying substorm processes, namely to col-
late mid-tail and ground-based signatures of different substorm
stages. Mapping of Cluster, IMAGE, and GOES with respect
to ground-based stations is illustrated by Figure 1.
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Fig. 1. Locations of NORSTAR, CANOPUS, and NRCan
observatories along with ionospheric footprints of the Cluster,
IMAGE, and GOES 8 and 10 satellites.

Good quality meridian scanning photometer (MSP) data ob-
tained at Forth Smith and Gillam, including high-resolution
data at Gillam, position of IMAGE capturing the Canadian sec-
tor, available data from Cluster, and high resolution GOES data
bring events during this interval of time to a great spot of in-
terest.

The entire data set used for this study can be outlined as
follows. WIND and Geotail were used to monitor solar wind
(SW) parameters. IMAGE provided global auroral imaging of
the Canadian sector. This was used to identify the position
of onset and its further temporal and spatial dynamics (e.g.,
vortex and surge formation and propagation). With the global
framework provided by IMAGE, the fine structure of auroral
dynamics can be revealed using higher-resolution optical data
from MSPs. Cluster observations showed the dynamics of the
near-midnight plasma sheet at roughly 19 RE down the tail.

GOES spacecraft provided timing for dipolarization and onset
of Pi2. Finally, the overall picture of disturbances was mon-
itored by the CANOPUS and NRCan magnetometers.

3. Pre-history and the growth phase

Prior to the period of the immediate interest for this study,
there was a large substorm which started after 2330 UT on
September 14, 2001 and ended at roughly 0145 UT on Septem-
ber 15, 2001. This was the latest noticeable perturbation prior
to activations between 0340 and 0630 UT, which are focused
in this study. After 0100 UT, the IMF Bz was dominantly
northward until ∼ 0335 UT when the sharp negative turn-
ing started. Other SW parameters (By , N , P , V ) also showed
rather smooth variations during that time as illustrated in Fig-
ure 2 showing By, Bz , and Vx measured by Geotail travel-
ing approximately at (10, 15, 1.5) RE . Geotail and WIND data
closely followed each other suggesting that the SW paramet-
ers were homogeneous on the scale size of the Earth magneto-
sphere.
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Fig. 2. IMF Bz and By and solar wind Vx components as
measured by the Geotail. Vertical lines indicate times of onsets.

After 2350 UT, GOES 8 registered very strong stretching
of field lines with the maximum of He/Hp ∼ 2. It gradually
reduced to ∼ 1.5 after 0200 UT and stayed at this level until the
first dipolarization occurred at 0339 UT. During this interval,
GOES 10 was in the near-dipolar field region and magnetic
field variations at the satellite location were very smooth.

After ∼0100 UT, Cluster was in the central PS and observed
no significant disturbances until the first intensification at 0338-
0340 UT. During this interval, Bz gradually decreased, indic-
ating stretching. Also, the post-substorm (after 0100 UT) PS
can be characterized as rather ”hot” with the proton temper-
ature around 10 keV (which is high but not anomalous). The
Cluster summary plot is shown in Figure 3. For more data plots
and detailed discussion, see [10] in this issue.
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Fig. 3. The Cluster summary plot. Vertical lines indicate times of
onsets.

The magnetic field perturbation in the Canadian sector re-
covered after 0100 UT and remained quiet until the first onset
at 0338-0340 UT. Also according to IMAGE, the auroral zone
was also very quiet and dim after 0100 until onset at 0338 UT.

The growth phase timing is quite uncertain for this event,
mostly due to the lack of any pronounced signatures in the
solar wind. One could even argue weather there was a growth
phase at all. We will simply describe variations, which can be
considered as growth phase signatures. Cluster showed con-
tinuous field line stretching. According to the Gillam MSP,
equatorward motion of auroras started after roughly 0220-0230
UT and continued until 0340 UT. At the late growth phase, IM-
AGE registered dimming and virtually disappearance of the
oval in both electron and proton auroras which also can be
attributed to significant stretching of the magnetotail. No any
other significant variations were registered until onset at 0339
UT.

All these observations for the post-substorm period of time
(∼0100-0335 UT) suggest that the magnetosphere- ionosphere
system was in a stationary state free of any noticeable disturb-
ances. At the same time, the plasma sheet was at a fairly high
energy level, quite stretched and hot. Presumably, this was the
main background condition for the active period discussed be-
low. The growth phase was not too pronounced for this event.
The main signatures can be interpreted as continuous stretch-
ing of the entire plasma sheet.

4. Onset positions and timing

Large scale optical onset positions and timing were defined
using the IMAGE WIC data with temporal resolution of 2 min.
According to IMAGE (Figure 4), the first five onsets prior the
main substorm (at 0455 UT) occurred in a longitudinal sector
monitored by the Canadian MSPs and magnetometers. High
resolution ground-based measurements allowed us to study dy-
namics of disturbances in greater details. Sample data from
magnetometers encountering the activation region and GILL
MSP are shown in Figure 5 (CANOPUS) and Figure 6 (NR-
Can). In this section, only these five activations are targeted
whereas the last more eastward susbtorm onset will be con-
sidered separately. Because all five onsets occurred close to
the GILL MSP, we used high-resolution MSP data to find times
and longitudinal positions of auroral breakups (Figure 7). GOES
8 (Figure 8) provided the timing of dipolarization.

Fig. 4. IMAGE WIC snapshots at onsets.

4.1. Timing
From analysis of GOES 8 data for these activations, we con-

cluded that dipolarization and Pi2 at geostationary orbit repres-
ent the most reliable signatures of onset. Analyzing all other
data described above, the following timing of observed fea-
tures with respect to the moment of dipolarization (taken as
t = 0 min) has been revealed. Time is given in minutes with
respect to dipolarization at t = 0 (e.g., -6 means 6 min prior to
dipolarization, or : 1 stands for 1 min after dipolarization)
#1 (0339 UT):
-6: Equatorward auroral precursor;
0: Dipolarization and Pis at GOES, GBO breakup;
1: GBO Pis and magnetic bay;
2: Onset seen by IMAGE, tailward flow and bipolar variation
of the magnetic field at Cluster;
5: The maximum tailward flow seen at Cluster.
#2 (0350 UT):
-3: GBO and IMAGE auroral breakup.
0: Pis and dipolarization at GOES, magnetic bay at PBQ, fast
tailward flow and bipolar magnetic fluctuations at Cluster.
#3 (0402 UT):
-3: Tailward flow and bipolar variations at Cluster;
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Canopus Photometer, 2001/09/15, Gillam, 5577A
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Fig. 5. Summary plot of Gillam MSP observations (sampling data
are used) and magnetic field X-component variations at a number
of CANOPUS sites. Black vertical lines indicate times of onsets.

0: Pis and dipolarization at GOES, GBO and IMAGE breakup,
GBO magnetic bay, very strong magnetic field ocsillations at
Cluster.
#4 (0409 UT):
-2: Northward turning of the BZ IMF, start of bipolar vari-
ations at Cluster;
0: Pi and dipolarization at GOES, tailward flow at Cluster;
2-3: GBO and IMAGE optical breakup, GBO magnetic bay;
3-4: westward travelling surge (WTS), maximum of the tail-
ward flow at Cluster.
#5 (0425 UT):
-1: auroral breakup;
0: Pis and dipolarization at GOES, GBO magnetic onset;
1: Onset detected by IMAGE, Cluster registered a tailward
flow, growth of the proton temperature, and bipolar variations;
3: Fully developed WTS and electrojet;

4.2. Position of auroral onset
As seen from IMAGE data (Figure 4), all five onsets oc-

curred at longitudes close to the Churchill line. This allows us
to use the Gillam MSP data in order to identify the latitudinal
positions of the activations. For this purpose, we analyzed the
high-resolution data (Figure 7).

The first two intensifications could have been treated as one
local substorm with double onset (or pseudo-breakup and on-
set) from the point of view of the GBO, IMAGE, and geosta-
tionary observations. However, Cluster registered two distinct
tailward flow bursts accompanied by the BZ reversals (see [10]
for details).
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Fig. 6. PBQ magnetic data used for the electrojet and Pi2 onset
timing. Black vertical lines indicate times of onsets.

The first activation started in a rather typical way (Figure
9): equatorward auroral precursor intensified ∼6 min prior to
onset (0333 UT) and led to auroral breakup (PSB) at the pole-
ward edge of the proton aurora band (0339 UT), with some
latitudinal expansion at onset.

This first PSB at the equatorward boundary developed into
full onset (activation #2) with much stronger brightening and
noticeable poleward expansion after 0347 UT roughly 3 min
prior to other onset signatures. This brightening was also seen
in IMAGE data. Since the previous activity did not move too
far northward from the origin, this activation still started at the
equator-most aurora.

Activation #3 commenced in a similar way to the first one
with aurora intensification at the equatorward edge at 0402 UT.
In this case, it happened virtually at the same time as onset
was registered by GOES, PBQ, and IMAGE. However, the fur-
ther dynamics was quite different. When the auroral activation
began saturating (0408-0410 UT), a sharp northward gradient
of the IMF BZ close to magnetopause was detected by Geotail.
Perhaps, this caused activation #4 which can be considered as
triggered continuation of the previous one and developed into
a quite pronounced, though still rather local, substorm. Unlike
previous three activations, it started from the most active re-
gion (remaining from activation #3) quite poleward from the
equator-ward boundary of the auroral zone marked by the pro-
ton aurora band. This optical onset was simultaneously ob-
served by the GILL MSP and IMAGE with a delay of 2-3
minutes of onset at geostationary orbit.

Activation #5 started in the same way as #4: at the time of
onset at geostationary orbit (slightly preceding it), the most
active region from the previous substorm intensified and res-
ulted in a fully developed WTS 3-4 minutes later. Again, this
onset occurred poleward from the equatorial boundary and pro-
ton aurora band.
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Canopus Photometer, 2001/09/15, GILLAM
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Fig. 7. Summary plots of GILL high resolution MSP. Black
vertical lines indicate times of onsets.

5. Full substorm onset features

The first signatures of onset were detected as the magnetic
bay and Pi commencement at PBQ (0454 UT) and the Pi on-
set at OTT (pulsations lasted until 0525 UT). Lower frequency
(2 min) pulsations and strong variations in Z also started at
PBQ and lasted until 0515 UT. The magnetic signatures were
delayed at the Churchill line owing to the westward propaga-
tion of the disturbances from their more eastbound origin. Pre-
ceding the onset, Cluster measurements showed a thin (half
thickness on the order of 3000 km) and bifurcated plasma sheet.
At the time of 0455-0502 UT, Cluster registered very strong
(up to 25 nT) oscillations (which can be interpreted as a kink-
ing mode [10]) of the magnetic field on the background of the
large B-gradient and azimuthal duskward motion of the current
sheet [10].

Optical onset was registered by IMAGE at 0457 UT in the
post-midnight sector. Figure 10 provides key snapshots of WIC
during the entire event.

Due to the position of onset, the optical signatures of the
surge reached Gillam only at 0459 UT, as seen in high resol-
ution MSP (Figure 8). After that, the surge showed significant
poleward expansion (at 0459-0506 UT) in a ”jump-like” man-
ner. Also owing to the eastward location of onset, the dipolar-
ization at GOES 8 did not start until 0500 UT.

After 0500 UT, the current sheet became very dynamic. At
0459-0501 UT, Cluster registered a pulse of tailward and dusk-
ward bulk flow (roughly up to 200 km/s). Following this at
0501-0502 UT, Cluster showed a sharp growth in the proton
energy roughly from 1 to 10 keV where it stayed for a long
while. This growth was accompanied by the earthward bulk of
high energy (more than 10 kev) protons. At that time (0501-
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Fig. 8. Magnetic field inclination (representing dipolarizations)
and Hn component (illustrating onsets of Pi) as detected by
GOES 8. Black vertical lines indicate times of onsets.

Fig. 9. 630 nm high resolution MSP data for activation 1 (white
lines indicate periods with no data).

0504 UT) a very thin (half-thickness less than 1000 km) cur-
rent sheet was detected.

During this period of time, the ground-based instruments
registered further expansion of the activation. At 0501 UT,
brightening and poleward expansion began at FSMI, which is
in agreement with the IMAGE data. At 0502 UT, the main sub-
storm bay started at FCHU and a current loop formed above
GILL indicating large expansion of the electrojet.

Following this, at 0503-0505 UT, the surge reached its greatest
magnitude and poleward expansion. As seen from IMAGE and
MSP data, the high latitude portion of the surge brightens dra-
matically at this time (whereas the equatorward activity re-
covered). This was the time when Cluster detected a sharp re-
versal of the bulk flow from tailward to Earthward of the mag-
nitude up to 800 km/s. Analysis of Cluster data indicates that
variations of plasma parameters are consistent with signatures
of the Hall reconnection in the CPS. After 0506-0507 UT, a
double oval was seen by the GILL MSP and IMAGE (Fig-
ure 10), and the largest magnitude in the magnetic bay was
registered above FCHU.
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Fig. 10. IMAGE snapshots of the auroral breakup (0457 UT),
surge formation (0501 UT), full substorm onset vortex (0505 UT),
and double oval at the beginning of the recovery phase (0511
UT).

After roughly 0511 UT, the recovery phase signatures were
observed in all main substorm components.

6. Conclusions and assertions

Owing to good longitudinal alignment of ground based and
satellite observations,five activations, including local substorms
and pseudo-breakups, on September 15, 2001 were used to in-
fer onset features and their relative timing in the plasma sheet
and ionosphere. The main results can be summarized as fol-
lows.

1. The most robust and repeatable features of onsets were
dipolarization and onset of Pis in the near-Earth plasma sheet.
We used this time-point as ”the time of onset”.

2. Auroral breakup can start from the precursor at the equat-
orial boundary of the auroral zone (which is more typical for
isolated activations) as well as from most active regions which
remain from the previous substorm quite poleward of the equat-
orial auroral boundary matching the proton aurora band.

3. Near-Earth breakups (including pseudo-breakups) were
associated with strong tailward bursty flows (up to 1200 km/s)
and large bipolar variations of the magnetic field.

4. For these activations, all signatures of onsets, from the
NEPS to CPS and from the magnetosphere to the ionosphere,
were seen within the time frame of 2-3 minutes.

Full substorm can be interpreted as a double onset event. The
first one occurred in a similar way as the near-Earth breakups
discussed above. The second led to a much larger substorm
with fully developed WTS and electrojet. This onset was ob-
served by Cluster at 19 RE as a sharp reversal of the flow and
other signatures which allow us to interpret it as the Hall-type
reconnection. In the ionosphere, the large-scale vortex on the
spacial scale of the auroral oval width was observed. These
features followed by the formation of a double oval .
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Scaling properties of high latitude magnetic field
data during different magnetospheric conditions

J. A. Wanliss and D. O. Cersosimo

Abstract: We investigate the statistical properties of high-latitude magnetometer data for differing geomagnetic activity.
This is achieved by characterizing changes in the nonlinear statistics of the Earths magnetic field, by means of the Hurst
exponent, measured from a single ground-based magnetometer station. The long-range statistical nature of the geomagnetic
field at a local observation site can be described as a particular statistical process, viz. a multifractional Brownian motion,
thus suggesting the required statistical structure of the mathematical models of magnetospheric activity. We also find that,
in general, the average Hurst exponent for quiet magnetospheric intervals is smaller than that for more active intervals.

Key words: Substorms, Storms.

1. Introduction

Ground-based geomagnetic indices [27, 32] and individual
magnetometer stations [29, 34, 33] have been used to provide
excellent indicators of space weather conditions. Part of the
reason for this is the property of the earths magnetic field lines
to focus and converge as they approach the earth. These field
lines extend far into space and since they are connected to
the earth, nonlinear plasma processes that occur far away are
mapped all the way down to the earth. Observation of ground-
based magnetometer stations can thus serve as a remote sens-
ing tool of distant magnetospheric processes.

Over the years, several indices were developed to monitor
geomagnetic activity. The most used are the disturbance storm
time index (Dst), the planetary index (Kp) and the auroral elec-
trojet index with its variations (AE, AU and AL). These in-
dices provide global information about current magnetospheric
activity based on different inputs at different locations around
the globe.

If we are interested in the local aspects of geomagnetic activ-
ity, i.e. to forecast the geomagnetic conditions for Hydro-Quebec
or other power utilities, we need to develop ways to understand
the geomagnetic activity in a more localized way. This is espe-
cially important since temporal fluctuations of the geomagnetic
field depend on geographic location and time [34].

In this paper we extend previous analyses that used global
statistics to study the differences between quiet and active mag-
netospheric times [32, 31], and which were used to suggest the
possibility of a first-order like phase transition at space storm
onset [30]. But global studies only give average behavior rather
than local information. Our goal then is to learn about local be-
havior of the magnetic field, for differing geomagnetic activity.
We will characterize changes in the nonlinear statistics of the
Earths magnetic field, by means of the Hurst exponent, meas-
ured from a single ground-based magnetometer station. The
changes in statistics can be used as a local indicator of the
magnetospheric conditions, which may be useful to develop re-
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liable warning and forecasting systems using information not
available in geomagnetic indices.

A second objective is to determine the long-range statistical
nature of the geomagnetic field at a local observation site. If
the time series can be described as a particular statistical pro-
cess Brownian motion for example then this knowledge can
be used for future space weather modeling purposes. The stat-
istical structure of the magnetometer time series will provide
key clues for the development of mathematical models.

2. Data

We chose the three hour Kp index to discriminate between
different levels of magnetospheric activity. We could have used
other indices, for example DST or AE, but we chose Kp since
we considered that it, as a mid-latitude index, would best re-
flect the mean magnetospheric activity. Several methods for
the classification of geomagnetic activity using the Kp index
have been proposed and used by different authors. [2] used the
criteria for selecting quiet and active events based on Kp ≤ 1
as an indicator of quiet periods, and Kp ≥ 4 indicates dis-
turbed periods [2, 23]. [11] used Kp to classify several levels
of geomagnetic activity in more detailed fashion ranging from
small storms to major storms. In this work our interest focuses
on two averaged geomagnetic states: active and quiet.

Data selected for quiet times (QT) were based on those peri-
ods between 1991 and 2001 where Kp ≤ 1 for not less than
two days. The average length of the quiet events selected was
2.6 days. On the other hand, active events were selected from
those periods of time having a Kp ≥ 4 for no less than a
day. Twenty active events matching these criteria were selec-
ted with an average length of 2.2 days. The length of each
event is determined only by continuous intervals where the Kp
matches the criterion. Once the Kp value moves outside the
criterion, it sets the boundaries to that particular event. Fig. 1
shows the mean Kp values of all the selected events, active
and quiet, chronologically from 1991 to 2001. Most of the act-
ive events are close to solar maxima while the majority of the
quiet events occur near solar minimum (1997).

We selected 40 events with the given criteria using the CAN-
OPUS Fort Churchill magnetometer station (FCHU) as the primary
data source. These data have a cadence of 5 (five) seconds. The
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Fig. 1. Mean Kp values for the events analyzed from 1991 to 2001 are shown chronologically. The labels on the horizontal axis indicate
the year and the start day through the end day using day of year notation.

reason behind the selection of this source is its geographic loc-
ation (58.76N and 265.91W), which is frequently in the auroral
oval. This location has the particular advantage that the data for
the selected events are consistent with the location of stations
used to make the Kp index, thus the selection criteria would
be move likely to accurately discriminate activity levels.

The distribution functions of the magnetic field for QTs and
ATs are presented in Fig. 2. In this plot the wider curve char-
acterizes the magnetic field behavior during AT, while the thin
curve represents the selected time series during QT.

Fig. 2. Distribution functions for the active and quiet events
analyzed. The solid line represents the averaged distributions for
the 20 quiet events and the dash-dot line represents the averaged
distributions for the 20 active events.

3. Analysis

We employ a detrended fluctuation analysis [22] to determ-
ine the statistical nature of the signal. If the signal is fractional
Brownian motion (fBm), it exhibits power-law scaling with
slope in the frequency domain between 1 and 3. In this case
the signal is nonstationary but has stationary increments over a
range of scales. For fBm a power spectrum slope b = 2H + 1,
where H is the scaling exponent also known as the Hurst ex-
ponent. The special case where H=0.5 indicates Brownian mo-
tion. Fig. 3 displays the PSD vs. frequency for a QT (a) and AT
(b) for which the average Kp was 0.3 and 5.2 respectively.

To determine the self similarity parameter H we implement
detrended fluctuation analysis (DFA) developed by [22] and
recently implemented in space physics research by [32] and
[31]. The technique is designed to determine the scaling expo-
nent of nonstationary signal and provides better precision than
the power spectral analysis and other classical techniques.

In DFA the time average of the time series is subtracted from
the original series and then it is integrated. Once the series is
integrated, it is divided into boxes of equal size n. In each box a
linear least squares line is fit to the data, representing the trend
of the series in that particular box. The next step is to remove
the local trend in each box. The characteristic size of the fluctu-
ations F (n), is then calculated as the root mean squared devi-
ation between the signal and its trend in each box. The process
is repeated over all time scales (box sizes). The presence of
scaling is indicated by a power-law relationship between F (n)
and n.

We analyzed the QT and AT time series from two differ-
ent approaches. The first approach measures long term correl-
ation for the event, and a single value of the scaling exponent
H is obtained for the entire series; this is a time-independent
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monofractal approach. Next, we extend this approach to the
time-dependent case where the scaling exponent is calculated
in patches along the series. Rather than simply probe the exist-
ence of correlated behaviour over the entire time series, what
we do is find a ”local measurement” of the degree of long-
range correlations described by the time variations of the scal-
ing exponent. The probe used is the observation box of length
10000 data points; this box is placed at the beginning of the
data, and then the scaling exponent is calculated for the data
contained in the box. Next, the box is shifted in time one point
along the series, and the scaling exponent for the new box is
calculated. This procedure is iterated for the entire sequence.
This time-dependent approach allows one to consider a the
time series dominated by multi-scale processes or multifrac-
tional Brownian motion (mfBm). Multifractional Brownian mo-
tion is a generalised version of fBm in which the scaling expo-
nent is no longer a constant, but a function of the time index
[22]. In this case the increments of mfBm are nonstationary
and the process is no longer self-similar.

4. Results

Fig. 4 summarizes the values obtained for H from the mono-
fractal analysis. For this case DFA is applied for the whole
event, and no sliding windows are used. Here we can clearly
observe that the majority of the events have a value of H ∼
0.5, indicating the presence of similar statistical processes in
both type of events (QT and AT). We found average H val-
ues to be 〈HQT 〉 = 0.52 ± 0.06 and 〈HAT 〉 = 0.51 ± 0.05,
implying the presence of a Brownian motion process domin-
ating for the scale length of a particular event. To determine
whether these QT and AT average Hurst exponents are signi-
ficantly different from the null hypothesisthat the difference is
due purely to randomnesswe applied the students-t test to the
distributions of the Hurst exponent. The important output of
the t test is the value of p, which is the probability that the dif-
ference in the means of the two distributions being compared
is due to random variation. We found p = 0.78. This suggests
that the statistical differences between the sets are insignific-
ant; although their fluctuations are very different, the overall
nonlinear statistics across QT and AT are indistinguishable.

In Fig. 4, results are presented as a function of the event
duration showing that intervals of different length have similar
scaling exponents ranging from weak antipersistent to weakly

Fig. 3. Power spectral density for the quiet event of 1999, day of
year 31 with slope b = 1.8 (left) and active event of 1995, day
of year 122 with slope b = 1.9 (right). The mean Kp values for
these QT and AT were 0.3 and 5.2 respectively.

Fig. 4. Distributions of the Hurst exponent for quiet and
active events vs. the event length. No direct evidence was
found to suggest that the Hurst exponent is affected by the
events length. The average Hurst exponent for quiet times is
〈HQT 〉 = 0.52 ± 0.06 and for active times 〈HAT 〉 = 0.51 ± 0.05.
The difference is statistically insignificant.

persistent fBm. The fact that most of the events fall near a
random walk process is an indicative that long range correl-
ations are not preserved along the time span of any particular
event studied and thus become a random walk. These results
were unexpected since as shown on Fig. 2, the distributions
for quiet and active events encompasses marked differences as
the result of different processes dominating the dynamics of
the magnetosphere, i.e. during quiet times energy is stored and
slowly burned keeping the magnetosphere in a relative low en-
ergy state, but during active times higher energy influx from
the solar wind causes the magnetosphere to move to higher en-
ergy states where stronger nonlinear processes dominate the
dynamical release of energy.

In order to find short term correlations we implement DFA
using a smaller window size of 10000 data points that slides
along the entire event and returns a single value of H for each
window view. Tests on artificial data indicate that this method
allows one to find correlations that span short periods of time
within the event length. The results found now are quite differ-
ent from the time-independent analysis; on average, we found
that ATs have higher mean H values than QTs. The mean
self similarity index for QTs was found to be 〈H(t)QT 〉 =
0.73 ± 0.05 and for ATs, 〈H(t)AT 〉 = 0.87 ± 0.06. Indicat-
ing that, on average, higher correlation of the magnetic field
fluctuations is expected during active magnetospheric periods.
Fig. 5 shows the time-dependent distributions of the mean H
for QTs and ATs as a function of the event length. In this case
the student-t test applied to the time dependent analysis for QT
and AT found p = 2.79e − 9, implying that the differences in
the statistics of the averaged H(t) for the computed quiet and
active events are significant.

5. Conclusions

We have presented an attempt to characterize the fractal be-
havior of the bulk magnetic field time series obtained from a
single ground based observatory. Previous works reported the
existence of multiscale statistics in a variety of geomagnetic
indices [29, 13, 33, 32, 31] and in the interplanetary magnetic
field [4, 5]. [20] and [7] previously reported changes in stat-
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Fig. 5. Distributions of the time average Hurst coefficients
for quiet and active events vs. the event length. No direct
dependences were found that the average Hurst exponent is
affected by the duration of the event. The average Hurst exponent
for quiet times is 〈HQT 〉 = 0.73 ± 0.05 and for active times
〈HAT 〉 = 0.87 ± 0.06.

istics of the earth’s magnetic field in association with different
levels of magnetospheric activity. They examined the scaling
properties of the magnetic field fluctuations in the magnetotail
and found evidence of multifractionality with a Hurst coeffi-
cient of H ∼ 0.5 before current disruption and H ∼ 0.7 after
current disruption.

In this study we classified the data into quiet and active peri-
ods using the Kp index as the discriminator. DFA was the
technique selected due to its performance in dealing with non-
stationary data. In terms of the time-dependent monofractal ap-
proach the differences presented between QT and AT are less
clear, suggesting that the fingerprints of local magnetic activity
are not conserved during the time scale of a particular quiet or
active event as determined by our selection criteria. On aver-
age, we found 〈HQT 〉 = 0.52±0.06 and 〈HAT 〉 = 0.51±0.05
for quiet and active times respectively. This is indicative that
on relatively long timescales both QT and AT are uncorrelated
Brownian noise. This led us to consider the prospect that these
data are multifractional, i.e. the scaling exponent changes as a
function of time.

The possibility of correlated patches led us to investigate
shorter window sizes. By sliding this window along the time
series we were able to determine the temporal fluctuations in
the Hurst exponent for each data set. Averaging all the H val-
ues found in each particular event we were able to distinguish
clear differences in the statistical processes for both types of
events. Results from this approach showed that both QTs and
ATs have stronger correlations far from a random walk as was
suggested by the previous monofractal approach. The mean
Hurst exponent H(t) for quiet events was 〈H(t)QT 〉 = 0.73±
0.05 and for active events 〈H(t)AT 〉 = 0.87 ± 0.06. As these
results show, the correlation is high while the error in the de-
termination of H(t) is about 6%, and overlap exists between
the values of the temporal H for both types of event. The
Students-t test returned results consistent with our expectations
(i.e., quiet and active event data come from different popula-
tions). The time-dependent, or multifractional approach, showed
that the statistics of the local magnetic field are not steady and
changes through different levels of correlation, indicating that

this correlation increases as the level of geomagnetic activity
increases. It appears that the magnetic field at a single high lat-
itude location is best described as a mfBm rather than as a fBm
process. This can serve as a guide suggesting the required stat-
istical structure for mathematical models of magnetospheric
activity. We also offer a possible explanation relating the phys-
ics of QT and AT with their different Hurst exponents. Our
results are consistent with [8] who examined scaling properties
of magnetic fluctuations in the magnetotail. They consistently
found a lower scaling exponent before current disruption, fol-
lowed by higher values afterward. They interpreted the change
in scaling exponent as a reorganization during current disrup-
tion.

Further research will focus on the time where a transition
from quiet to active event occurs. We do not distinguish between
global and local-time effects so future studies will consider
how the variability of Hurst exponent is affected by different
local time selections. Whether or not local-time effects result
in Hurst exponent variability does not affect our major conclu-
sions.
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IMAGE analysis and modelling of substorm onsets

J. A. Wanliss and G. Rostoker

Abstract: We consider the list of substorm ’onsets’ from the IMAGE satellite and use the recent Tsyganenko models
(T96, T01) to map these ionospheric locations into the magnetotail. We investigate, in a statistical fashion, the source
region of the auroral arc that brightens at the onset of expansive phase. This arc is usually identified as the ionospheric
signature of the expansive phase onset that occurs in the magnetotail. The arc that brightens maps to a most likely
downtail position of XGSM = −6.6 ± 0.2RE . Mappings during space storms are even closer to the earth; XGSM =
−4.7 ± 0.1RE . These results can be interpreted in two ways. First, onsets are initiated in the near-earth magnetotail,
typically within geostationary orbit. Second, the mappings are too close to the earth, so the Tsyganenko models are
insufficiently stretched in these regions. Finally, we used CANOPUS data to demonstrate that the IMAGE onset list
contains auroral brightenings that are not classical substorm onsets, but are actually poleward border intensifications.

Key words: Substorms, modelling, PBI.

1. Introduction

Many event studies have considered the location in the mag-
netotail of the substorm expansive phase ignition site or zone
[14, 9, 10, 7, 3, 4, 2]. Several of these studies used satellite data
and the Tsyganenko models to study various aspects related
to substorms, for example to map ionospheric auroral bright-
enings to the distant location in the magnetotail. The statist-
ical samples were very small; so for example, in their work
Pulkkinen et al. [10] found it difficult to paint a coherent pic-
ture in mapping of individual substorm auroral arcs.

The magnetospheric location of the expansive phase onset
is important since mechanisms that may be responsible for the
onset of instability, for example the Kelvin-Helmholtz instabil-
ity [?] or the kinetic ballooning instability [1], to name only
two possible candidates, are strongly dependent upon spatially
variable parameters such as plasma density and magnetic field
strength. Frank and Sigwarth [4] and Erickson et al. [3] used
the Polar and CRRES satellites, respectively, to present evid-
ence that expansive phase is triggered as close as 4 to 7 RE
from the Earth. This was consistent with earlier evidence from
ground-based data presented by Samson et al. [14], which sug-
gested expansive phase onset occurs between 6 to 10 RE. Re-
cently, Dubyagin et al. [2] used data from the FAST satellite
and ground-based instruments, along with a mapping via the
Tsyganenko magnetic field model [18] to provide evidence of
a near-earth breakup location. Wanliss [25] recently used data
from many isolated substorms compiled over the most recent
solar cycle to map onsets to about 14 RE downtail. All indic-
ations are that the onset location is usually very close to the
Earth.

In this paper we extend these studies through the use of the
recently available list of substorm onsets [5] estimated from
the IMAGE FUV instrument. Rather than considering detailed
event studies, this paper describes the extension of mapping
efforts that include multiple substorms from an ionospheric
perspective. As was the case for previous small sample event
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studies (e.g. [14, 9, 10, 8, 3, 4, 2], we trace back from the iono-
sphere along the magnetic field lines to pinpoint the magneto-
spheric location of the ignition site. Although it is difficult to
accurately map the onset location to the magnetotail, we be-
lieve that the statistical nature of the investigation will provide
an average onset location consistent with reality. In addition,
mapping of the onset arcs from the ionosphere to the plasma
sheet was performed with several different models than those
used in the studies mentioned above. We employed the em-
pirical magnetospheric magnetic field models of Tsyganenko
[15, 16, 18, 20, 21, 22], and make comparisons between map-
pings produced by the various models (hereinafter referred to
as T87, T89, T96, T01).

2. Models

The models of N. A. Tsyganenko and his collaborators are
widely used [15, 16, 18, 20, 21, 17]. Since substorm time scales
are so short, and the Tsyganenko models are averages, it is
not strictly appropriate to use them to study substorms, even
though they have been commonly used in this manner, as noted
above by many references. During the expansive phase of sub-
storms it is almost certainly inappropriate to use the Tsygan-
enko models, since this is when dramatic and highly dynamic
processes such as dipolarization and particle injections occur.
But the growth phase is quite different. Steady equatorward
motion of the auroral oval during growth phase is associated
with slow stretching of the inner magnetotail field [23]. We as-
sume that during the growth phase stretching of the tail and
plasma sheet thinning take place without a major reconfigur-
ation of magnetic field lines. This is not an unreasonable as-
sumption, and several studies have shown how this is consist-
ent with observations [6, 24]. Wanliss [25] exploited this loop-
hole to map onset locations for several hundred substorms. The
important thing to note is that mapping was done during sub-
storm growth phase when slow changes ensure that the models
are most likely to provide results that are within reason. Since
the IMAGE list [5] gives the location of the centre of the arc
that brightens the real location of the onset, i.e. the location of
the most equatorward arc that brightens, is always equatorward
of the location given in the IMAGE list. We are nevertheless
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able to obtain an upper limit to the downtail location of the
mapped IMAGE ionospheric brightening.

For the purposes of this work we have used T96 and T01
models. T01 is supposed to be the most realistic model, espe-
cially in mapping the inner magnetotail. We used T96 since
T01 is only strictly valid earthward of 15 RE, and onset sites
could be further downtail where the other models are valid.
Secondly, even though T01 is ostensibly the best model, it is
also the least used. It was not used in any of the event studies
listed above, so the results found here could cast a cautionary
or different light on previous work.

Whereas the models prior to T96 did not have a pre-defined
magnetopause and were calibrated exclusively by the magnetic
dipole tilt and Kp index, the T96 and T01 models explicitly
include (i) the solar-wind controlled magnetopause, (ii) region
1 and 2 Birkeland currents, and (iii) the interconnection of the
magnetospheric and solar wind fields at the boundary. They
include further parameterization with the solar wind dynamic
pressure, DST-index, and interplanetary magnetic field By and
Bz.
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Fig. 1. Meridian plots of the model magnetic field lines mapped
from the ionospheric onset location to the magnetotail for the
April 30, 2002 brightening at 05:50:52 UT.

The earlier models appear to be too stretched in the inner

magnetosphere as compared to in-situ observations, particu-
larly during active times. The most recent model, namely T01,
is probably the best suited to determine onset locations, since
previous observations suggest that substorm onset occurs in the
inner magnetotail. In fact, T01 was intended primarily to im-
prove the description of the inner magnetospheric field (X ≥
−15RE), and unlike the previous models, includes in the mod-
eling database measurements from within geostationary orbit.
T01 follows the same approach as in T96, but uses an improved
approximation for the ring current field [20].

Figure 1 shows two different cross-sectional views of model
magnetic field lines that map from the ionospheric onset po-
sition for the April 30, 2002 image brightening that occurred
at 05:50:58 UT. The magnetospheric source of the auroral pre-
cipitation is understood to map along the corresponding mag-
netic field line to its greatest radial distance from the Earth.
The T87 and T89 model results are also shown, and these map
much closer than do the T96 and T01 models. The latter two
models include field-aligned currents which may be respons-
ible for the mapping differences. Furthermore, when mappings
are so close to the Earth, it has been shown that T87 and T89
require modifications to take into account the behavior of the
inner magnetotail and plasma sheet, which call into question
the validity of these earlier models unless suitably modified
during late growth phase [9, 10, 12]. Note that the models also
predict quite different flankward (Y ) positions.

3. Results
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Fig. 2. Location of the model mapped brightenings in X-Y plane.
T96 mappings are indicated with crosses and T01 mappings with
dots.

Because the differences in the field configuration during quiet
and disturbed times are large, it is essential that the effects of
varying geomagnetic activity be taken into account in the map-
ping studies. However, the T87 and T89 models are paramet-
erized by the Kp index which is a three-hour average. Thus the
veracity of these two models is expected to be inferior to res-
ults from T96 and T01. We were able to perform mappings for
2588 events between May 2000 and April 2003.
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In Figure 2 the model onset locations are projected onto
the X − Y plane. T01 mappings are shown by the dots. The
T96 mappings (crosses) were selected for the cases where the
mapping was tailward of T01 applicability (i.e. -15 RE). As
found by Wanliss [25] there is a clear preference for the auroral
brightenings to map to the dusk side of the magnetotail, and
each of the pre-midnight brightenings map to the dusk side.

Figure 3 shows the relationship between the mapped loc-
ations of the IMAGE brightenings as a function of Dst. The
light curve (bottom) shows the results when sorted for their
dates between October-March. The darker curve is the result
for brightening between April-September. Since all the bright-
eninqs mapped were from the geographic northern hemisphere
this plot seems to indicate a difference between the ’summer’
(April to September) and ’winter’ brightenings. The summer
brightening occur at consistently less negative Dst values; i.e.
the same value of the downtail mapped distance (XGSM ) is
achieved for smaller Dst values during summer. There is also
a clear change of the curves for brightenings that occur during
space storms (Dst≤ −30nT ). In this case the onset or bright-
ening locations map much closer to the earth, within geosta-
tionary orbit.
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Fig. 3. Mapped locations of the IMAGE brightenings as a
function of Dst. The light curve (bottom) shows the results when
sorted for their dates between October-March. The darker curve is
the result for brightening between April-September.

Finally, Figure 4 shows the most probable location of the
downtail mapping. The dark curve shows the normalized result
for all 2588 mappings, and the light curve shows the normal-
ized result for space storm time mappings only. The most prob-
able location of the mapped auroral brightening tends to be
slightly closer to the earth during storms. For all data XGSM =
−6.6 ± 0.2RE and for storms (480 events) XGSM = −4.7 ±
0.1RE .

4. Conclusions

Taken at face value, these results suggest that enormous stretch-
ing of the magnetotail is possible during substorms. The most
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Fig. 4. Most probable mapped downtail location of the auroral
brightenings. The dark curve shows the normalized result for all
2588 mappings, and the light curve shows the normalized result
for space storm time mappings only.

probable mapped downtail distances are consistent with res-
ults of Frank and Sigwarth [4] that place the onset location
near the ring current. They are also consistent with the results
of Tsyganenko [22] ”that during storms with DST < −250
nT the tail-like deformation of the nightside field penetrates
so close to Earth that the quasidipolar approximation breaks
down at distances as small as 3-4 RE .” In fact, if these results
are realistic, then the tail is potentially even more stretched,
since the IMAGE list gives the location of the centre of the arc
that brightens [5]. If the brightening corresponds to a substorm,
the real location of the onset will always be equatorward of the
location given in the IMAGE list. Thus magnetic field stretch-
ing at the end of the growth phase will be even more severe
than our results indicate.

Additional caveats are also in order. Figure 5a shows an au-
roral brightening listed as a substorm in the Frey list [5], for
30 April 2002 at 05:50:58 UT. The brightening occurs at geo-
graphic latitude and longitude of 59.53 and 251.44 degrees.
The Tsyganenko model topologies for this event are shown in
Figure 1. Figure 5b shows the IMAGE FUV data 6 minutes
later. The original brightening is still visible, but there is an ad-
ditional brightening that occurs at higher latitude and westward
of the initial one. We examined CANOPUS magnetometer lat-
itude and longitude profiles (not shown) which indicate a sub-
storm onset just after 05:00 UT, long before the image bright-
ening. The signal for the westward electrojet is very clear prior
to the image brightening, as shown in the latitude profile at
05:49 UT in Figure 6a. It is most obvious in the X-component
trace with a deep minimum near 64 degrees AACGM latitude,
which remained stable at that latitude since at least 05:44 UT.
A smaller minimum is observed near 70 degrees, which is a
possible signature of the beginnings of a poleward border in-
tensification (PBI). The profile at 05:53 UT shows the same
two minima, but the poleward minimum has increased five-
fold. The auroral brightening associated with this higher latit-
ude current system, near the poleward edge of the oval, appears
indicative of a PBI rather than an expansion phase onset.

These data clearly indicate the danger in relying on only one
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data source and automated techniques of substorm onset iden-
tification. Rostoker [13] previously illustrated this danger by
giving several examples of PBIs that might erroneously be in-
terpreted as substorm onsets on the basis of their auroral sig-
natures.
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Fig. 5. IMAGE FUV observations of the auroral oval at (a.) 05:50:58 UT and (b.) 05:57:07 UT.
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Fig. 6. CANOPUS magnetometer latitude profiles from the Churchill line at (a.) 05:49 UT and (b.) 05:53 UT.
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Five plus four equals nine: combining the THEMIS
and Cluster missions

J. A. Wild and M. A. Hapgood

Abstract: THEMIS represents the most ambitious coordinated multi-spacecraft and ground-based programme ever
attempted. It is expected that this mission will dramatically increase our understanding of the substorm process. In the
years leading up to the launch of the five THEMIS probes, the four-spacecraft Cluster mission has defined the state of
the art in the field of multi-spacecraft/ground-based investigations of the geospace environment. Hitherto unprecedented
coordination of space- and ground-based experiments have yielded multi-point (in situ and remotely sensed) measurements
of magnetospheric structure and dynamics. The overlap of the Cluster and THEMIS missions presents an excellent
opportunity to move the multi-point measurement technique to the next stage. Since the apogees of the Cluster and
THEMIS satellites orbits are separated by nearly 12 hour of local time, the synergy of these two missions and ground-
based experiments will allow the detailed observation of solar wind-magnetosphere-ionosphere on both the day and
nightside of the Earth. Several experimental scenarios will be presented.

Key words: Cluster, THEMIS.

1. Introduction

Cluster is the first multi-spacecraft magnetospheric satel-
lite mission [2, 3] to yield three-dimensional measurements
of the geospace environment and allow the resolution of spa-
tial/temporal ambiguities inherent in single-spacecraft obser-
vations. It is now operating in the extended phases of its mis-
sion and is scheduled to continue until 2010. The four identical
Cluster satellites orbit the Earth in highly elliptical (4–20 RE)
polar orbits with periods∼57 hours that precess through twenty
four hours of local time every twelve months. Cluster is also
unusual in that it was one of the first missions to include plan-
ning for coordinated ground-based measurements from an early
stage in the mission’s design [8, 9]. This coordination has res-
ulted in a plethora of Cluster/ground-based studies [1].

Following launch in October 2006, the five THEMIS (Time
History of Events and Macroscale Interaction during Substorms)
spacecraft will be manoeuvred into equatorial orbits with apo-
gees of ∼30 RE (one spacecraft), ∼20 RE (one spacecraft)
and∼10 RE (three spacecraft) with orbital periods of ∼4 days,
∼2 days and ∼1 day, respectively.

The orbits of the THEMIS spacecraft (or “probes”) have
been selected such that at least three of the THEMIS probes
become meridionally aligned every four days. In this arrange-
ment, the spacecraft are in the optimum configuration to distin-
guish between competing substorm theories and it is estimated
that over 180 hours of such alignments will occur each year [5].
Meanwhile, a network of ground-based auroral all-sky imagers
(ASIs) and magnetometers in Canada and Alaska [4] will en-
sure that the probe alignments (at the substorm onset meridian)
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can be scrutinized in detail using both in situ (satellite) and
remotely-sensed (ground-based) observations.

The orbits of these ground-breaking missions are such that
the apogees of the THEMIS probes and the Cluster spacecraft
are separated by ∼11 hours of magnetic local time, as indic-
ated in Figure 1. Consequently, the space- and ground-based
conjunctions arising during the coming years present unpre-
cedented opportunities for multi-scale and multi-point meas-
urements of solar wind-magnetosphere-ionosphere coupling.
These are explored below.

2. Methodology

2.1. Predicted satellite positions
For the purposes of this investigation, predicted THEMIS or-

bital information (courtesy of S. Frey, UC Berkeley) has been
compared to Cluster Predicted Geometric Position (PGP) data.
In advance of the launch, the THEMIS orbital information must
be considered as provisional. Similarly, the Cluster orbital in-
formation is also subject to change due to spacecraft manoeuv-
ring. Nevertheless, these data allow a preliminary investigation
to be carried out looking into the various configurations of mul-
tiple satellites and ground-based instruments. Therefore, while
we shall present scenarios drawn from the preliminary orbital
information, we shall consider them examples of generic con-
junction configurations rather than an attempt to plan for spe-
cific dates and times.

2.2. Magnetic field mapping
The Tsyganenko 1996 (T96) model [12, 13] has been em-

ployed in order to estimate the magnetic conjugacy of the Cluster
and THEMIS spacecraft with ground-based experiments. In
each case, fixed input parameters corresponding to “average”
solar wind and interplanetary magnetic field conditions have
been used (specifically PSW =2 nPa, Dst=0 nT, IMF BY =0 nT,
and IMF BZ=0 nT). The approximate fields-of-view of the
THEMIS ASIs and the international network of SuperDARN
coherent-scatter radars have also been been considered.
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Fig. 1. The approximate configuration of the Cluster and THEMIS satellite orbits in the GSE X–Y plane during Nov 2006 (shortly
after launch), Feb 2007 (during the first planned THEMIS tail observations season) and August 2007 (during the first planned THEMIS
dayside observation season).

3. THEMIS conjunctions in the magnetotail

As indicated above, when the apogees of the THEMIS space-
craft are in the terrestrial magnetotail, the four Cluster space-
craft pass through apogee in the solar wind (some 11 hours
earlier in magnetic local time). Figure 2 shows the location of
the THEMIS and Cluster spacecraft on 6 January (left) and 3
February (right) 2007, when the THEMIS spacecraft align me-
ridionally in the post-midnight and midnight regions.

The format of Figure 2, used throughout this paper, is as fol-
lows. For each date/time included, four sub-panels are shown.
These present the location of the THEMIS probes (square sym-
bols) and the Cluster spacecraft (circular symbols) in the GSM
X–Z and X–Y planes. For comparison, field lines of the T96
model magnetic field model (in the GSM Y=0 and Z=0 planes)
are also shown. The magnetic footprint of each spacecraft (square
symbols for THEMIS and circular symbols for Cluster) at an
altitude of 100 km are indicated in both the northern and south-
ern hemispheres. The footprint panels are presented in mag-
netic latitude/magnetic local time coordinates centred upon the
geomagnetic poles with midnight located at the bottom, dawn
to the right, noon at the top and dusk at the left of each panel.
This applies to both the northern and southern hemispheres
such that the Antarctic coastline appears as if viewed from
above the northern magnetic pole in order to preserved the
midnight-dawn-noon-dusk position in each plot. Overlaid on
the footprint panels are the approximate fields-of-view of the
THEMIS ASIs (white circles) and the fields-of-view of the 10
northern hemisphere and 7 southern hemisphere SuperDARN
radars [6] currently in operation (shaded grey). We note that, in
general, the inter-spacecraft separation of the Cluster satellites
is sufficiently small (∼ 1 RE) that the individual spacecraft
cannot be resolved on the scale of the figures used in this pa-
per. Furthermore, the preliminary THEMIS orbital data places
probes 3 and 4 in close orbits such that they cannot be resolved
in the figures presented here.

During both of the meridional alignments presented in Fig-
ure 2, the THEMIS probes are magnetically conjugate to the
Canadian sector such that the probes’ magnetic footprints lie
within the fields-of-view of the THEMIS ASI array. Such con-

figurations are the primary goal of the mission and occur ap-
proximately every four days. In the two examples shown, sep-
arated by about 1 month, the probes are aligned in the pre-
midnight (6 January) and midnight (3 February) sectors. On
both occasions, the four Cluster spacecraft are located upstream
of the dayside magnetopause and can therefore provide de-
tailed three-dimensional measurements of the field and plasma
environment in the magnetosheath/solar wind. Such observa-
tions will remove the timing ambiguities inherent in applying
propagation delays to single-point solar wind/IMF measure-
ments traditionally made in the vicinity of the L1 position some
225 RE upstream of the Earth and will allow the detailed in-
vestigation of the solar wind/IMF drivers and possible triggers
of magnetospheric substorms.

Note also the coverage of the SuperDARN radar network
during such conjunctions. In addition to the obvious (and in-
valuable) overlap of the THEMIS ASI array and the SuperD-
ARN radars in the Canadian and Alaskan sectors, the CUT-
LASS [7] and Kurguelan SuperDARN radars provide cover-
age of the dayside cusp region in the northern and southern
hemispheres, respectively. As such it will be possible to mon-
itor the ionospheric signatures of dayside reconnection - the
driving force behind magnetospheric substorms - while sim-
ultaneously observing the ionospheric flows within the fields-
of-view of the THEMIS ASIs. Furthermore, global estimates
of ionospheric convection pattern in both hemispheres derived
from SuperDARN data [10, 11] will provide global context to
the remotely-sensed and in situ observations of the magneto-
tail.

Figure 3 presents a pair of THEMIS tail conjunctions sim-
ilar to those shown in Figure 2. However, in these cases, the
Cluster spacecraft are passing through perigee at relatively low
altitude (∼2–3 RE) on the nightside of the Earth. In the 14
January example (left hand side of Figure 3) the THEMIS and
Cluster spacecraft come into close conjunction some 6 hours
after the optimum THEMIS probe/ASI array alignment. Con-
sequently, the THEMIS ASI array spans magnetic local times
from midnight to noon across the dawn sector. Such conjunc-
tions could be exploited to study morning sector auroral dy-
namics such as auroral Ω bands by comparing magnetotail dy-
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Fig. 2. THEMIS and Cluster locations and footprints on 6 January 2007 (left) and 3 February 2007 (right). In each case, the position of
the THEMIS and Cluster spacecraft in the X–Z and X–Y GSM planes are indicated by square and circular plot symbols respectively.
The T96 magnetospheric magnetic field configuration, is also shown in each case. The magnetic footprints of the spacecraft shown in the
orbit panels are shown in both the northern and southern hemispheres. The footprint panels are presented in magnetic latitude/magnetic
local time coordinates as described in the text. Overlaid on the footprint panels are the approximate fields-of-view of the THEMIS ASIs
(white circles) and the fields-of-view SuperDARN radars.

namics (THEMIS), plasma dynamics in the auroral accelera-
tion region (Cluster) and the auroral and ionospheric dynamics
(THEMIS ASIs, magnetometers and SuperDARN).

The 7 February 2007 conjunction (right hand side of Fig-
ure 3) presents a similar arrangement of the THEMIS and Cluster
spacecraft, save that in this example, the Cluster perigee pass
has occurred during the primary midnight meridian THEMIS
probe and ASI configuration. Given suitable substorm con-
ditions, such a conjunction would result in multi-spacecraft
measurements of the auroral acceleration region by Cluster
at a similar magnetic local time as the radial distribution of
THEMIS probes.

4. Dayside THEMIS conjunctions

4.1. Cluster in the nightside magnetosphere
Clearly, the THEMIS mission has been driven by a desire to

understand the time-history of events in the magnetotail dur-
ing magnetospheric substorms. However, for several months
of each year, the apogees of two of the five probes will be loc-
ated in the solar wind or magnetosheath. At these times, the
azimuthal separation between the THEMIS and Cluster orbits
is such that the Cluster spacecraft pass through apogee in the
magnetic tail. In effect, when compared to the configuration
presented in Figure 2, the roles of THEMIS and Cluster have
been reversed; THEMIS now acts as an upstream solar wind
monitor while Cluster observes the field and plasma processes
and dynamics in the magnetotail.

Figure 4 shows two configurations of the THEMIS and Cluster
spacecraft during the THEMIS dayside exploration season: 5

September 2007 (left) and 12 September 2007 (right). In each
case, the Cluster spacecraft are passing through the plasma
sheet region of the magnetotail in the vicinity of magnetic mid-
night. On the dayside, the THEMIS probes are distributed through-
out the dayside magnetosphere, low-latitude boundary layer,
magnetosheath and solar wind (depending upon the exact time
selected). Once again, this will enable multi-spacecraft obser-
vations of the upstream solar wind, IMF and magnetosheath
conditions that ultimately drive the substorm process without
having to rely upon upstream measurements lagged to the day-
side magnetopause.

While the orbits of the THEMIS probes will be arranged
such that ground-based ASI array in the Canadian sector will
straddle the midnight sector when the spacecraft are at apo-
gee in the midnight sector (achieving multi-spacecraft con-
junctions with various combinations of probes every 1, 2 and
4 days), the same is not true for the Cluster spacecraft. Indeed,
with their 57 hour orbits, the location of the THEMIS ASI ar-
ray when the Cluster satellites pass through apogee will vary
from orbit to orbit. Nevertheless, interesting and potentially
useful conjunctions between Cluster (in the plasma sheet) and
the THEMIS ASI array occur in a significant fraction of Cluster
orbits (at least half). The left hand side of Figure 4 presents an
example of a “best case scenario” conjunction (which will oc-
cur 5 times per month) whereas the right hand side shows an
example of partial conjunction with the THEMIS ASI array
(which occur at a comparable frequency).
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Fig. 3. Estimated THEMIS and Cluster locations and footprints on 14 January 2007 (left) and 7 February 2007 (right).

4.2. Cluster in the dayside magnetosphere
Since the Cluster and THEMIS apogees are separated by

∼11 hours of magnetic local time, the separation between the
THEMIS apogee and the Cluster perigee is ∼1 hour. There-
fore, when the THEMIS orbit takes the probes into the dayside
magnetosphere, magnetosheath and solar wind, the Cluster or-
bits take the spacecraft through the mid-altitude magnetospheric
cusps in both hemispheres as they pass through perigee. This
class of Cluster-THEMIS conjunction is perfectly suited to the
investigation of dayside solar wind-magnetosphere-ionosphere
coupling with spacecraft ideally placed to monitor the upstream/-
magnetosheath magnetic field, the low-latitude boundary later,
the low-latitude dayside magnetopause and the mid-altitude
magnetospheric cusps.

Two examples are presented in Figure 5. During the con-
junction on 16 September 2007 (left hand side of Figure 5),
two of the THEMIS probes are located in the solar wind while
their companions are sampling the low-latitude boundary layer
and dayside magnetopause. Meanwhile, the four Cluster space-
craft are moving from low-to-high latitudes at mid-altitudes
(∼ 2 RE) through the northern hemisphere cusp (having tra-
versed the southern hemisphere cusp as the spacecraft move
inbound to perigee∼1 hour earlier). At perigee, the orbital mo-
tion of the four Cluster spacecraft causes the inter-spacecraft
configuration to distort from the often-cited tetrahedral geo-
metry and adopt a “string of pearls” arrangement. While this
linear distribution of spacecraft compromises the capability to
perform truly three-dimensional measurements, it does result
in four traversals of very nearly the same region of space over a
period of time slightly shorter than one hour. As such, the mid-
altitude cusp crossings by the Cluster spacecraft are spread out
in time, increasing the likelihood of a Cluster spacecraft being
located in the cusp when one of the innermost THEMIS probes
traverse or skim the low-latitude magnetopause.

The 23 September 2007 conjunction, presented on the right

hand side of Figure 5, demonstrates a further configuration
of the THEMIS probes that might be exploited to investig-
ate solar wind-magnetosphere-ionosphere coupling processes
at the dayside magnetopause. In this case, the THEMIS probes
make outbound traversals of the pre-noon sector low-latitude
magnetopause in a “line abreast” formation. In the history of
magnetospheric exploration, no other mission has offered the
capability of sampling the dayside magnetopause at several
local times within over a short time interval. In this case, the
magnetopause crossings occur as the Cluster spacecraft tra-
verse the southern hemisphere magnetospheric cusp.

This underlines the point that although the THEMIS mission
is primarily optimized for space-ground coordination with in-
struments in the northern hemisphere (and the Canadian and
the Alaskan sectors in particular), excellent conjunction will
arise between the THEMIS probes, the Cluster spacecraft and
ground-based experiments in the southern hemisphere. Clearly,
since the THEMIS spacecraft probe the dayside magnetosphere,
magnetosheath and solar wind during the northern hemisphere
summer month, optical measurements of the cusp aurora will
be not be possible using the THEMIS ASI array. However,
optical instruments in the southern (winter) hemisphere will
be able to make daytime measurements of the cusp aurora.
Ionospheric radar observations (using both the coherent- and
incoherent-scatter technique) and ground magnetometer meas-
urements made in both hemispheres will also prove to be in-
valuable.

5. Summary and conclusions

Above, we have presented several examples of favorable
conjunctions between Cluster, THEMIS and ground-based ex-
periments. While the THEMIS mission is primarily intended
to study the timing of substorm dynamics in the magnetotail, it
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Fig. 4. Estimated THEMIS and Cluster locations and footprints on 5 September 2007 (left) and 12 September 2007 (right).

also presents a unique opportunity to investigate dayside coup-
ling processes and the dynamics of the flank magnetopause
(not shown). When combined with the multi-spacecraft Cluster
mission and ground-based experiments with extended field-of-
view, such as the international network of SuperDARN radars,
the capabilities of this unique mission are enhanced greatly.
In particular, the separation of the Cluster and THEMIS or-
bital apogees will allow the simultaneous observation of both
dayside coupling and substorm dynamics. We note that uncer-
tainties regarding the final orbits of the various spacecraft at
the time of writing mean that specific examples may not oc-
cur at the exact dates/times indicated. However, the general ar-
rangement of the various space- and ground-based instruments
presented here will occur regularly and present unrivaled op-
portunities to investigate the dynamics of the terrestrial mag-
netosphere.
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